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1.0 INTRODUCTION 

This report presents the results of the Alternative System 
Configuration Phase (Phase II) of a contract to study and 
recorrmend on a future cOI1ll1lmication system for the Canadian 
Atrrospheric Envirorurcnt Service. Phase I I follows Phase I, the 
Infonnation Collection Phase, and was intended primarily to 
develop alternative conceptual system configurations to ITeet the 
comnunications requirements detennined in Phase I, to provide 
cost estimates for these configurations, to develop 
implementation plans relevant to a phased introduction of each 
alternative, to assess their impact on AES operations, and to 
recommend a preferred solution. 

In actuality, Phase II has included the formalization of 
communications requirements, current, immediately required, and 
future; as well as the definition, costing and assessment of a 
number of alternative communication networks. 

The traffic requirements and 
candidates were described in 
issued on November 20, 1980. 
considered at that tine were: 

original communication 8'.!stem 
the Phase II Interim Report, 
The future communication systems 

a) an upgrade of the present teletype network with its 
centralized message switch; 

b) a variety of digital communication systems based on the 
use of the public packet switching networks as a back­
bone to interconnect major and intennediate processors, 
with regional networks connecting users and collectors to 
the backbone for data transmission; coupled with the 
existing facsimile networks; and 

c) a range of alternatives in which single-carrier-per 
channel satellite transmissions are used to replace some 
or all of the land-line links. 

Subsequently, only four of these alternatives have been 
developed in more depth, and are described in detail in this 
report. 

These alternatives represent extreme possibilities: any pract­
icable future system would undoubtedly contain a reasonable mix 
of the best features of each. 

Chapter 2 of this report contains descriptions of four alterna­
tive systems. Each of these systems is designed to meet the 
current requirements and what have been described as the 
"immediate new services", i.e. traffic that AES would carry now 
if the network allowed it. For purposes of the study, it has 
been assumed that service is provided for: 



a) major processors at CMe and Downsview; 
b) intermediate processors (13); 
c ) user processors (72); and 
d) users (148) 
e) collectors (155) 

The actual numbers used depend in a small way On the network 
archi tec tu res • 

The upgrade option, an extrapolation of the current system; is 
described in Section 2.1. It is based in part on current pla~s 
and possible future developments anticipated by CNCP 
Telecommunications, the present carrier; and involves 
improvements to the present message switch and transmission 
facilities. It also considers a move to digital facsimile 
transmission from the present analog mode. 

A terrestrial all-digital communication network in which message 
traffic, charts and satellite imagery are carried on a common, 
regionalized packet switched network is described in Section 
2.2. High-speed regional networks are interconnected through a 
backbone network. Traffic, being in digital form, is integrat­
ed in the regions. This system has distributed switching, which 
could be centrally controlled. 

Section 2.3 contains the description of an all-satellite net­
work, in whid1 every site is connected by satellite to a cen­
tralized switching centre, although any suitably equipped site 
could act as a distribution point. 

A combination terrestrial/satellite system is outlined in 
Section 2.4. This system makes use of the fact that much of 
the same AES information is required by more than one user, by 
utilizing satellite broadcast of common message data, weather 
charts and satellite imagery, while maintaining an optimized 
digital communications network for collection and interactive 
traffic. 

The costs of each of the systems are summarized in Section 2.5 
in terms of circuit equipment, terminal interfaces, switching 
equipment, software development, installation, maintenance and 
ongoing circuit costs. 

The very bnportant costs associated with system design, 
specifications, writing, site preparation, installation, 
acceptance testing, and other aspects of implementation are 
discussed in Chapter 2 and elsewhere in the report. 

For the purposes of the study, terminal equipment such as 
Visual Display Units (VDU), printers, fax recorders and so on 
are considered to be common to all alternatives. Terminal 
equi~nent is discussed in Chapter 3. 
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Network cperation, assuming an AES-o~med system, is discussed in 
Chapter 4. 

The important characteristics that the future communication 
system must have, in addition to economical cost, such as 
flexibility and reliability are described below. In the face of 
uncertainty regarding funding, technological advances, 
organizational development and future requirements these 
criteria can assume an importance equal to that of cost. Each 
of the alternative systems is assessed in terms of the criteria 
and the results presented in Chapter 5. 

An analysis of the systems, their strengths and weaknesses vis­
a-vis AES requirements and potential application as part of 
future AES communications are presented in Chapter 6. 

Recommendations for a future system are presented in Chapter 7. 

ASSESSMENT CRITERIA 

Introduction 

The all-satellite, integrated terrestrial, one-way satellite and 
upgrade options are analyzed in terms of a comm::m set of 
attributes and properties (collectively called "criteria") so 
their characteristics may be compared. 

Some of the criteria are quantitative while others are 
qualitative. The accuracy of the quantitative data varies 
depending on the degree of certainty about requirements; ~1e 
difficulty of system design, hardware and software specification 
and development; system maintenance and staffing; information 
storage and processing scenarios; aspects of cperational 
procedures affecting communication requirements; advances, 
particularly digital, in facsimile and image coding and 
technology; and the phase-in scenario adopted for implementation 
of a new sys tem. 

The fundamental criterion is the ability of the proposed system 
to satisfy the current and immediately required new 
comnunication requirements. This ability is demonstrated as 
part of the description of each system, wherein just how each 
system does provide the capacity is shown. Once a specific 
communication system is proposed, even though designed to meet 
specific requirements, it will have a capacity to handle traffic 
other than that it was designed for. This excess capacity can 
be used in a variety of ways as discussed in the "Flexibility" 
section. 

Provided that a system can satisfy the communication 
requirements, the next most important criterion is \vhether or 
not it could be implemented within budgeted cost and estimated 
schedule. In other words, important criteria besides the dollar 
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1.1.2.1 

cost are the reliability of tile cost estimates, uncertainty 
about developmentability, technical feasibility and availability 
of the hardware and software, reliability of time and manpower 
estimates, deliverability and irnplementability. 

Criteria 

The criteria chosen to characterize the systems are: 

a. cost for current and immediate new requirements, except for 
interactive computer access and distribution of radar 
imagery; 

b. flexibility; 

c. implementation; 

d. risk; 

e. service of Canadian interests; 

f. reliability; 

g. security; 

h. constraints; and 

1. acceptability. 

In detail, the criteria against which tile systems will be 
compared are: 

Cost 

The cost of systems to provide current requirements and all new 
immediately required traffic has been estimated. The components 
of the cost are capital equipment and nonrecurring costs, and 
recurring operational and nBintenance costs. 

The capital cost components are: 

1. Hardware - computer switching equipment; 
- data terminal interface equipment; and 
- circuit interface equipment. 

2. Software - purchase of vendor supplied software 
packages. 



1.1.2.2 

3. Note that the costs of taking a system through the 
stages of detailed specification, system design, 
project management, procurement, delivery, 
installation and turnover are not included in these 
costs. 

Recurring costs are: 

1. Circuit costs. 

2. Maintenance, calculated as one percent per month on 
capital costs. 

3. Staffing for network software maintenance, routing, 
service alterations and for manning of the network 
control centre, including network maintenance 
management. 

Flexibility 

Flexibility is defined in terms of: 

1. Potential to accomodate growth in existing traffic or 
to add stations of a character similar to those now 
defined. 

2. The ease of accorrmodating changes in traffic routing 
and scheduling in the network control software. 

3. The ability to accommodate ne\, and presently unknown 
future services. 

4. The provision for non-AES user access. 

5. The ability of the system to accornnodate new 
operational procedures. 

6. The ability of the system to incorporate new 
technOlogies. 

7. The response of the system during abnormal weather 
conditions, major power blackouts, and otller 
disruptions. 
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1.1.2.5 

Implementation 

Implementation, here, is concerned with the way in which the 
systems could be introduced into service. The relevant aspects 
of implementation: 

Risk 

1. Phase-in, or the ease of transition from the current 
system to a nevi system. 

2. Training requirements, both for users of the system 
and operators of the network. 

One of the criterian which any new system must be assessed 
against is the risk involved in starting an implementation of 
it. This risk has been assessed in terms of: 

1. Potential investment loss, that is the arrount of lTDney 
and time which must be invested before the new system 
operates to any degree whatsoever, and which would be 
lost if, for any reason, implementation were to be 
terminated prematurely. 

2. The probability of actually meeting communication 
needs within budgeted costs and estimated times, after 
the system has been clearly defined. 

3. The confidence in the technical feasibility of the 
proposed system. 

4. The effect on the system of errors in traffic 
estimates. 

The Serving of Canadian Interests 

The proposed systems are assessed in tenus of their 
compatibility with trends in communications technology, 
government policy, and Canadian industrial concerns; 
specifically in terms of:. __ 

1. The possibility and cost ll~oact of utilizing shared 
communication services and facilities with other 
government agencies and deparbnents. 

2. The potential for "contracting out" parts or all of 
ti1e system, for design, implementation and operation. 

3. The amount of Canadian content in the system. 

4. Compatibility with industrial and/or government 
policies. 
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1.1.2.7 

1.1.2.8 

1.1.2.9 

5. Export potentials generated by ti1e procurement of such 
a system in Canada. 

Reliabili ty 

The reliability of the systems jJ3 of major concern. It is 
assessed in terms of: 

1. The reliability of individual components and links. 

2. The vulnerability of the network to critical 
failures. 

3. The maintainability of the system. 

Security 

International agreements bind Canada to confine weather 
information within national boundaries in times of auergency. 
The current interpretation of this cornnitment is that weather 
information carried on land lines (and their micro- wave 
components) within national boundaries are considered to be 
within national control and therefore to meet ti1e spirit of this 
corrmitment. 

Constraints 

The systems are assessed in terms of: 

1. Regulatory constraints. 

2. Tariffs. 

3. Interconnectability, with the National Weather 
Service, DND, and so on. 

Acceptability 

The new system should be user friendly, its use compatible with 
familiar procedures. The system should be functional and 
perceived by its users as a positive enhancement of their 
capabilities. The acceptability is assessed in terms of: 

1. Its acceptability to AES operational. development anr] 

managerial personnel. 

2. Requirements for retraining and re-education. This 
includes not only the amount of retrainirq that is 
necessary but also the need for re- orientation of the 
attitudes of a large proportion of users. 

3. The perception of the new system as a threat or as an 
enhancement to the work function of individuals and 
groups. 
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5. Compatibility of the system with capabilities of AES 
personnel. 

6. Compatibility with long-range AES information 
processing plans, increasing government 
decentralization, the regionalization of AES, and its 
role vis-a-vis other federal and provincial government 
departments and agencies. 

7. Compatibility with trends in communications, canpucers 
and terminals. 

REQUIREMENTS 

A number of interim documents were prepared after the completion 
of Phase I of this stlldy. These documents specified the service 
and traffic requirements for the conceptual designs described In 
Chapter 2 of this report. They contained the following: 

generalized definition of an AES nodal hierarchy and 
of AES traffic types; 

summary of negative aspects of today's AES networks; 

summary of service specifications for today; 

summary of AES-priorized immediate new services; 

summary of AES-priorized estimates of long term new 
services; 

summary of generalized traffic for today's services 
and immediate new services. 

The relevant cbcwnentation has teen integrated into Appendix A. 

Al though these service requirements and the resulting traffic 
figures were used for the generation of the conceptual system 
designs described in Chapter 2 of this report, the degree of 
confidence that can te placed on the estimates of immediate new 
services and future requirements is not high. Many 
uncertainties face AES management and planning and the resulting 
uncertainty in future requirements for cornmunications has teen 
significant. This uncertainty is not ameliorated by the absence 
of an AES cornmunications planning function. 
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SYSTEMS DESCRIPTIONS 

This chapter contains descriptions of four pctential future 
comnunication systems. The descriptions are preceded by ill1 
introdUctory discussion of networks in general for those readers 
who are unfamiliar with subject. 

The alternative future systems: an upgrade of the present AES 
system, an integrated digital system, an all-satellite system, 
and a satellite broadcast/terrestrial point-ta-point network 
combination are described in detail in this d1apter. The reader 
who is not interested in the details of each option may wish to 
read the introductory portions of each section and proceed to 
the assessment of each contained in Chapters 5 and 6. 

Introduction 

General Comments on Networks 

Communication networks may be characterized in a number of 
ways. The systems described in this chapter represent fairly 
extrerre examples of different approaches, and illustrate the 
advantages and disadvantages of those approaches. 

A network consists of terminals, lines and switches. Inter­
connections may be established on a permanent or temporary (per 
call) basis; the links established may be used exclusively by 
~1e parties connected, or may be shared by many users; the 
switching may be centralized or distributed; use may be made of 
shared, public facilities or dedicated, leased lines; and 
traffic of different types may be integrated am carried on the 
same network, or on separate networks. 

Perhaps ~ most common network configuration is the Star 
Network, in which each terminal has a pcint-ta-point connection 
to a central site. Because comnunication lines are expensive, 
attempts are made to optimize the way in which they are usen. 
The most common configuration uses multidrop or multipoint 
lines, which are lines with two or more terminals connected to 
the one comnunication line. Tb control the flON of data in such 
a network, a set of line control procedures are necessary. 
Multidrop lines are particularly suitable for applications in 
which each terminal transmits intermittently and mes not need 
to utilize the line constantly. They therefore make more 
efficient use of the lines in the network than if each terminal 
were connected to a central site by point-to-point lines. 

In many applications, there Hay be terminals that only need to 
transmit data for a relatively short tirre per day. It would 
not be economical to install a private line for each termina~ 
when the line is being used for such a small part of the time. 
In these cases use is made of various switched networks that are 



available. Switched networks enable establishment on demand of 
point-to-point connections between two terminals and to maintain 
a connection for as long as required. 

There are three basic types of switched networks: 

circuit switched networks such as the telephone and tj,e 
TelexjTWX networks; 

packet switching networks; and 

broadcast networks. 

A telephone network consists of many telephone exchanges or 
switching offices linked together in a mixture of mesh and 
hierarchial networks. Subscribers' telephones are connected 
into a nearby telephone exchange by physical pairs of wires. 
The telephone exchanges themselves are large switching lJllits 
that enable subscribers to set up point-to-point connections 
between telephones. Around local metropolitan areas telephone 
exchanges tend to be connected by cables consisting of hundred,., 
of pairs of wire. Over longer distances coaxial cables or a 
combination of coaxial cable and microwave radio systems are 
used. In Canada, among other countries, satellite communica­
tions are used. The virtue of satellite communications is that 
tile satellite can provide very wide coverage on the ground and 
within the field of view of the satellite it is theoretically 
possible to set up an earth station and immediately receive very 
high quality corrrnunications. New colliTlunications media SUdl as 
optical fibre are emerging. 

The colliTlunication channels that can be derived from tile tele­
phone network can be used for many purposes. The major user of 
the normal commercial telephone system is the user with a tele­
phone. Some of the other uses for the telephone network, which 
usually carries voice conversations, are: 

a) Telex Network 

The telex network operates in a manner similar to the 
telephone network except that tile terminals are 
teleprinter devices rather than telephone handsets. 

b) Telegram lJetworks 

CCXlllTlOn carriers usually provide some form of telegram 
network which uses communication lines derived from the 
telephone network but instead of using the conventional 
telephone exchanges for switching, uses different 
switching equi~nent that is often computer-based. 



c) Public Message Switching Systems 

Many carriers provide an automatic switching service to 
their customers. 1hese systems provide communication 
between terminals and a central computer to form a store 
and forward message switching system. The computer can 
store messages in its mass storage system and fOrl1ard 
them to one or to many receivers. Input rressages can te 
queued on the mass storage and output when the terminal 
is ready. Priorities can J:e built in so that urgent 
messages can take precedence over routine traffic. If a 
terminal is out of action the other terminals can still 
send messages to it which will te stored until the tenn­
inal is ready. If the same ll'essage is to J:e sent to 
multiple destinations, the calling terminal sends ono 
copy of the rressage and the computer forwards it to the 
receiving stations. Because there is a computer in the 
system, the network allows communication J:etween term­
inals that would otherwise J:e incompatible. Many other 
facilities can J:e provided such as a retrieval mechanism 
whereby specific messages can J:e recovered fram the mass 
storage system. Also, computers can keep track of 
traffic statistics to provide data for the network 
manager so that plans for the future can J:e canpleted. 

Lines may J:e leased fran corrmunication carriers and used for 
purposes other than telephone traffic. Leased lines nonnally 
by-pass the switching equipment and the telephone exchanges, 
which provides a J:etter quality connection than if the switched 
network is used. Leased lines may J:e used for data 
transmission. 

Data may be transmitted through the switched telephone network 
on either dial-up or dedicated, leased lines. In the latter 
case the lines are the same as those used in the telephone net­
work except that they by-pass the switching equipment in the 
telephone exchanges. Dial-up lines can now J:e used for a range 
of data speeds up to 9600 bits per second. It is possible to 
obtain even higher speeds, such as 56,000 bits per second, Witll 
leased broadband circuits. 

Common carriers are J:eing increasingly pressured to provide 
improved data corrmunications facilities. Users want higl1er 
transmission speeds, lower error rates, faster connect tunes 
and lower costs. An ideal situation fran the user's point of 
view would J:e one whereby a terminal could J:e connectec1 to a 
computer instantaneously and where the user pays only for tl1e 
number of bits that are transmitted. If we could achieve 
virtually instantaneous connect timos vlith a public switched 
data network, then even transaction-oriented terminals could 
establish a fresh connection for each transaction. The call 
would J:e held for the duration of that particular transacti.on 



and would then te cleared. Modern switching systems cannot 
achieve the ideal but they can set up calls very quickly. 

Digital transmission systems have teen developed that allow 
higher bit rates. By using a series of tirre division multi­
plexers it is relatively simple for a carrier to set up a 
digital transmission system that provides permanent point-to­
point or multipoint facilities for its users. Owing to the 
heavy invesbnent in transmission equipment digital networks do 
not extend teyond major trunk routes. Those users who have 
terminals and computers close to the digital network will be 
able to interface to the network using relatively inexpensive 
interface equipment rather than the modems used on the tele­
phone network. Users who are a long way from the digital net­
work use conventional lines and modems to get to the digital 
network. 

Modem switching technology enables circuit switching to te in­
corporated into a Time Division Multiplex (TOM) transmission 
network. It tecomes possible to use a switched service for a 
transaction-oriented system where a new connection is made for 
each transaction. 

Apart from the activities involved in setting up and discon­
necting a call, a digital network is transparent to the user. 
This rreans that, although delayed in tirre, the information that 
comes out is the sane as the information that goes in. The 
terminal equipment at each end of a connection must therefore 
te compatible in order to use the network. This is the same 
state of affairs that exists with the telephone net\,ork. Being 
transparent to data, the network is also transparent to user 
protocols. 'Ib exchange information b:'!tween different systems, 
both systems must te compatible fran the point of vievl of speecl, 
code, format, error control method and overall protocol. 

In 1968, a study program was established by the International 
Telegraph and Telephone Consultative Committee (CCITT) to set 
the basis for international standardization, leading to the 
implementation of public data networks. In 1972, the first 
series of recommendations were approved. The main thrust of the 
work, up until 1976, was directed towards circuit switching. In 
1976, however, a major diversion in direction started to take 
place IJith the sudden appearance of the X.25 Virtual Call Packet 
Switched Service. As a result, the emphasis on circuit 
switching in Public Data Networks (POO) has teen subsequently 
overshadowed by the fascination for packet switching technolCXlY. 
Circuit switching has not passed into oblivion but is being 
actively pursued by the Nordic countries, Japan, The Federal 
Republic of Germany, Italy, Hungary and Canada. A current "Pen 
question is whether or not an efficient, fast circuit switched 
operation will prove more effective than the popularized packet 
switched service of X.25. 



Data communication networks are currently provided by common 
carriers am by the computer manufacturers. COlllrron carrier 
networks are of the leased, dial, fast circuit switched and 
packet switched types which provide digital transmission service 
between end users. The network designs of computer 
manufacturers provide the ability for sharing processor 
resources among locations and providing improved system 
availability through remote back-up. 

Today there is a way of looking at networJr-s in terms of layered 
architectures that are used by all of the experts. Today's 
layered architectures are rule books upon which the 
implementations are based. They consist of a collection of 
protocols which are the rules by which physically separated 
entities interact. In this context, a number of private network 
implementations have evolved and the common carriers have agreed 
upon a number of closely related standards. 

Typical of the commercially provided computer networks are the 
Systems Network Architecture (SNA) offered by IBM, and DECNEr 
offered by Digital Equipment Corporation. SNA is a hybrid, peer 
hierarchical structure in which any terminal can gain an access 
path to any of the applications in any of the host computers. 
It is, in effect, a mesh of trees connected by physical paths 
between communication controllers. DECNET, based on the Digital 
Network Architecture (DNA), is a peer computer network with 
machines connected together in a ffEsh or hierarchy. Both of 
these networks are based on a number of protocol layers which 
provide a physical link between the nodes, provide path control, 
transmission control, data flow control, presentation services 
to the end users. 

In the computer networks such as SNA and DECNE'r, the physical 
transmission level function beuveen nodes in the network is, of 
course, provided by the corrmon carrier-s. Carriers have been 
investigating whether there is any technical reason why other­
functions of networ-king, at a higher level than the transmission 
level, might not also be provided by them. 

At the tr-ansmission level, an urgent need of the data processing 
corrrnunity to have dial-Up service with mud) faster- connect times 
and much shorter- minimum billing increments than is provided in 
the ordinary voice grade dial-up service is being met by a 
protocol called X.2l which can be used for dialing and discon­
necting at data processing bit-stream speeds, thus serving as 
the basis of fast circuit switching common carrier networ-ks. 

Packet switching has been inspired by the idea of sharing ccm-­
munication channel capacity across a number of users by imple­
menting the same time-slicing philosophy that had earlier proved 
so successful in sharing the execution [Xlwer of a single 
processor across many user processes. Every user node tha t 
connects to a packet switched common c,rrier makes a contact 



with the carrier by following standard protocols to hand him 
bit streams already segmented into packets, with each packet 
supplemented with a header saying to which other user node he 
wishes the packet delivered. Widespread interest in packet 
switching on the part of the carriers has led them to standard­
ize this contract in the form of the CCITT Recommendation X.2S. 
This contract includes an agreement on the electrical interface, 
the data link control, hCM the remote user is to be addressed, 
packet size, how the flow of packets toward and out of the car­
rier's network is to be regulated, and hCM certain error recov­
ery actions are to be effected. It also includes some network 
control functions such as protocols for establishing and dises­
tablishing the access path. Thus the X.25 standard descibes the 
way in which user nodes agree to exchange packets with the car­
rier network. Information may be exchanged through a packet 
switched network over a full duplex path, termed a virtual cir­
cuit, or as a datagram in which the duration of the contract is 
essentially only one packet long. 

Fast circuit switching and packet switching ooth offer the user 
the economies of paying for the transmission service only to the 
extent that it is used. Fast circuit switching has the particu­
lar advantage over packet switching, that once the transmission 
path has been set up, it is totally transparent. That is, 
except for uncontrollable randan errors, the bit stream out is 
the same as the bi t stream in for a r:eriod of time whose dura­
tion is up to the user. Packet switching, although highly non-­
transparent since the user is required to adhere to what the 
contract says aoout packet length, rate of flow, header 
structure and so on, does allow the carrier to offer the llser 
more of the access path function than does fast circuit sVlitch­
ing and it allows him many freedoms in buffering, delayed deliv­
ery and so on. The carriers will provide user interfaces that 
perform the packetizing function and call set-ups for unsophis­
ticated users, so that they are unaware that they are using a 
packet network. 

Even though networks have been growing more complicated, they 
are becom~ng easier to dissect and understand as systematic 
formalization and layering become more r:ervasive in the imple­
mentations. One reason for the persistence of complexity is 
that, until now, ~he architects have carried a heavier burden 
than is commonly realized of maintaining compatibility witt.., in­
dividual software and hardware product offerings that preceded 
the evolution of systematic, clearly layered sets of network 
protocols. These earlier offerings are gradually disappearing 
and current releases are adhering more and more to the strict 
terms of the architecture. The layering and modularization of 
hardware and software means that new ideas can be more easily 
incorporated without producing system-wide disruptions. 

It is clear that evolution of Public Data Networks is towards 
single integrated common carrier offerings which can provide d 



variety of services which Il\3tch the users' capabilities and 
traffic characteristics. These trends are evident in the rapid 
evolution of Public Data Networks offered by Canadian common 
carriers. 

The TransCanada Telephone System (TCTS) was the first common 
carrier in the world to introduce a nationwide digital data com­
munication system that was available on a commercial basis. 
This system, called Dataroute, was introduced in 1973. Data­
route consisted of a 56 kilobits per second communications path 
linking Vancouver, B.C. to Saint John, New Brunswick and 
Canada's nine largest cities. Users in the Dataroute serving 
areas were connected to the trunk by digital local loops, those 
farther away accessed the system through existing dial-up or 
analcg private line facilities. Each user was connected to the 
local loop through a black box interface device. It permitted 
connection of compatible terminals operating at 110 to 19.2K 
bits per second. Dataroute was created to rreet the specialized 
requirements of data am camputer communications users; 
providing direct digital transmission whereas elsewhere 
transmission of digital information had to utilize networks 
originally designed for voice characteristics. Dataroute 
provided full duplex, private line, serial, di<]ital data 
transmission between designated serving areas am a broad range 
of synchronous am asynchronous speeds. It provided an end-to­
end service [rom one business machine interface to another. It 
was primarily a private line service that could accommodate dial 
access at the rell'Ote end of a two point channel. It provided 
point-to-point private line, multi -point am mul ti -drep private 
line, and dial access facilities. Dataroute was introduced to 
take advantage of three major advantages of data transmission. 
First, the relative ease in overcoming noise am distortion 
resul ting in transmission at least ten times as accurate as 
comparable transmission on private anlog lines; second, 
exploitation of inherent efficiencies enabling introduction of 
new data services at more economical prices than was possible 
with analcg technology; am third, the elimination of canplex 
and costly modems to convert digital signals to analog and 
vice-versa thereby eliminating two potential error sources. 
Dataroute remains the basic backbone of new network services and 
continues to provide low cost, high accuracy performance for 
those applications which continue to q:>erate in a private line 
environment. It, in common with most private line systems, 
suffers from 10" facility utilization. 

Tb increase the utilization of existing trunks am switches, 
TCTS introduced a universal shared intelligent net"ork for data 
comnunications called Datapac. Datapac is a national data net-
work designed to accommodate Il\3ny users, many uses and Il\3ny 
types of equipment, and to undertake a number of communications 
functions. It is build aroum nodal switches, with digi.tal Dat­
aroute transmission facilities linking these switches. It can 
provide a range of services to Il\3tch the varying characteristics 



such as response time and volwne that define the many 
applications for data communications. It is a multi-application 
network with provision for handling query/response, time 
sharing, bulk transfer, data retrieval and data collection 
functions among others. Datapac is a racket switchi.ng network. 
Packet switching as used in the Datapac network makes possible a 
range of functions and benefits such as: 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

By using one conuron agreed standard for the format of the 
packets, it is easier for many types of terminals and 
computers built by many manufacturers to communicate with 
one another. 

Packet switching nodes accept streams of rackets from HBny 
sources and dynamically interleave them on digital high 
capacity internodal trunks. This llEans a lTDre efficient 
use of transmission facilities and therefore reduced 
investment of lower costs. 

The network nodes route individual rackets of data tilrough 
the network alolYJ the most appropriate path, using a 
system of alternate routing. In some cases, a series of 
packets from one terminal may be split up and sent along 
different routes, depending on volumes of traffic, trouble 
conditions and other factors. At the receiving node, they 
are reassembled in their correct sequence and delivered to 
the destination. This gives a higher degree of protection 
should one rarticular transmission route become congested 
or interrupted. 

The rackets are transmitted from node to node with overall 
er-ror control. Accuracy is estimated to be in the r-egion 
of one undetected racket er-ror- in 1012 packets 
transmitted through the network. 

The switching nodes are progr-ammable computers and can be 
instructed to undertake a variety of communications 
pr-ocessing functions that are normally undertaken by the 
host computer- or not available on other sytems. 

Datapac can provide several kinds of network cpercttions 
from fully switched to closed user- group. A closed user 
gr-oup is a private system within the rnatrix of tile shared 
network. It bars access to non-authorized terminals and 
allows terminals within one group to oanmunicate only with 
accredited terminals in that sarre group. 

Datapac allows a charging system based on the amount of 
infonnation sent and not on connect tillE or bandwidth 
leased. Datapac tariffs are less distance sensitive tilan 
the networks of the past. 



8. The intelligence of the network allows sophisticated 
diagnostic systems to IE built-in to oversee and report on 
the cperation of the network. In the Datapac network, a 
network control centre constantly monitors the performance 
of the network. In addition, critical elements in the 
network have backup facilities on standby ready to take 
over should there IE any indication of deterioration of 
service. These are features that can IE designed into a 
shared network but would be uneconomical to include in a 
private network. 

To implement a packet switching network that is universally 
available and shared by many users, it is necessary to have a 
protocol that is corruocm to the network users and the 
communications carrier. Such a standard protocol facilitates 
users at the diversity of terminals in terms of botl1 
manufacturer and function to access the network and to 
communicate with one anomer. Datapac uses the Standard Network 
Access Protocol (SNAP), known internationally as X.2S. The 
adoption of this standard facilitates the interworking of 
intelligent networks in many countries. 

Data transfer through the Datapac network using SNAP is 
accomplished through the use of virtual circuits. These are 
logical associations between sending and receiving stations, 
using the information carried in the packet header and the 
intelligence built into the network. Two types of virtual 
circuits are available: switched virtual circuits and permanent 
virtual circuits. A switched virtual circuit is a temporary, 
network-recognized, logical association IEtween two terminals. 
A virtual circuit is established between the terminals at ti1e 
beginning of a call and cleared at the end of it. The use of 
permanent virtual circuits eliminates the need for call set-up 
as the terminals are always in the data mode. A permanent 
virtual circuit is a constant logical connection IEtween two 
terminals. 

Datapac's potential is towards the creation of broad, new 
communities of interest as awlicatioo oriented services are 
developed. Its effectiveness depends largely on the number of 
users tied into the network. The accuracy, reliability, economy 
and flexibility of universal shared networks depends on a large 
number of users with a large numlEr of applications. 

Canada's other major common carrier, CNCP Telecommunications, 
also offers digital data corrmunication trunks and networks. The 
G1CP nationwide, publicly accessible, computer-controlled data 
conmunications network is called Infoswitch. The Infoswitch 
network is different from the Datapac network in that it 
provides digital circuit switching as one of its basic services, 
as well as packet switching. The digital switching service is 
called Infoexchange and it provides a direct, physical digital 



link for the duration of a call. The packet switching service 
has two different modes of operation. The first, called the 
Infogram service, allows the user to form his ONn packets. The 
second, called the Infocall service, performs the packetizing 
and depacketizing of the data for the user. 

The Infoexchange digital circuit switching service provides fast 
call set-up time (less than one second) and optional features 
such as hot line, abbreviated addressing, and a number of other 
digital telephone-like options. 

The Infocall packet switching technology service appears much 
like the circuit switched Infoexchange service to the user. It 
also has a number of the optional features. Infocall users may 
interconnect with international networks in England, Australia, 
France, Italy, Switzerland, Germany, the Netherlands, arrl within 
three years Belgium, Denmark, Ireland and Norway. Infocall 
access also has an interconnection with the u.S. Tymnet computer 
service. 

The Infogram service utilizes end-to-end packet technology. It 
has a network access protocol that will essentially be that of 
x.25 in the near future. 

CNCP provides a number of interfaces to the Infoswitch network 
such as terminal-to-host computer concentrators and Infopoll 
service to polled multi-drop lines. 

The Infoswitch network offers the following benefits to its 
users: The end user can choose the service which best suits his 
needs and benefit fran the respective tariffs. FOr batdl typ2 
transmission, the subscriber may use the circuit switched 
Infoexchange service arrl pay for connect time, while for a 
query/response application, the user may choose the Infocall 
service and pay primarily for the volume of data transmission. 
In addition, the subscriber will be able to use either the 
Infoexchange or Infocall service on a selective call-by-call 
basis. The network is characterized by a choice of tariffs, 
nationwide acessibility, a variety of speeds, codes arrl link 
protocols, a wide range of optional service features, fast call 
set-up, low delay in the network, high network availability and 
reliability. 

A combination of circuit switching and packet switching means 
that this network can serve users with a wide variety of canmun-
ication requirements. 

A third category of network is the broadcast network in which 
all users can serrl to all others and all users receive all of 
the information. The Xerox-Digital-Intel "Ethernet" Office 
Comnunication System is of this typ2. Users must have the 
intelligence to select only the information they require, and 
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2.0.1.3 
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to l:e able to identify when they are p?rmitted to transmit. The 
!:XX SLIM TDMA. satellite data transmission scherre is a broadcast 
network, as are rrany lIObile radio systems. 

Current AES Networks 

Currently, AES operates three distinct, separate networks. 
Data collection and rressage distribution is carried on dedicat­
ed, leased, multidrop, low-speed teletyr:e circuits with a 
centralized store-and-forward message switch. Charts are 
broadcast as analog signals on leased, highly-conditioned voice 
grade telephone lines. Likewise, satellite photo and radar 
imagery is distributed on dedicated telephone line circuits. 
All other traffic is carried on the "Off-Network", which 
consists of a collection of radio, satellite and other 
circuits. 

Thus, the system is fixed, centrally controlled, IJses leased 
lines, and has separate facilities for traffic of different 
characteristics. Access to the central message svlitch is 
available across the country, even though it is physically 
located in Toronto. Additions to the system and changes in 
routing are very difficult and slow because of the difficulty 
in programming the antiquated switch. 

The message system consequently is inflexible, but does allow 
any user who connects to the central switch to have access to 
any of the data stored there. Likewise any user who requires 
charts or photo images may obtain a drop on the fax lines. 

Upgrade Option 

The upgrade option is based on a mix of a new central rressage 
switch, and increased use of regional computers for regional 
networking via a public packet network. It also envisages a 
separate facsimile network addition to connect the major AES 
centres and establishes the facility for computer to canputer 
communications via a public packet network. The basic thrust is 
to introduce the use of public packet networks for AES canrnuni­
cations where it is beneficial to 00 so. This YKluld allow IlDre 
point-to-point interactive traffic, message flexibility and 
speed, at fairly high circuit costs. 

Integrated Terrestrial System 

The all-digital terrestrial packet-switched system uses a 
public packet network to interconnect a number of regional 
packet switching nodes that in tum would drive regional multi­
drop lines to the UP's. Users and Collectors would l:e serviced 
by multidrop lines fran the UP's. Chart information would l:e 
digitized and fully integrated. Photo imagery would l:e trans-
mitted on a separate network to the regional nodes where it 
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would be integrated with the traffic on the regional networks. 

This system is a hierarchy of distributed switching, which 
could be centrally controlled, that would allow oanplete flex­
ibility in point-to-point routing of all traffic. 

The All-Satellite Option 

The satellite system is a star-connected circuit network with 
most traffic being broadcast continuously. Separate rressage 
channels are provided directly to each site as well. The 
satellite system has a central message switch, but can be used 
to maintain local data bases in an up-to-date status. Messages 
and facsimile traffic are transmitted on separate satellite 
channels, i.e. on separate networks. 

The One-Way Satellite Broadcast 

A system which utilizes satellite broadcast of the point-to­
multipoint traffic in conjunction ~lith terrestrial networks has 
also been described. It has a central message switd1 connected 
by public packet networks to the Processors, Collectors, Users 
and the satellite broadcast terminals. It provides point-to­
point connectivity and widespread, flexible distribution. 



2.1 

2.1.1 

UPGRADE OPTION 

Introduction 

In the System Selection Phase Interim Report of November 20, 
1980, the Upgrade Candidate System was retained for further 
investigation and costing during the trade-off phase of this 
study. The reasons for including this candidate are as 
fOllows: 

1. short term solutions may be required to carry AES over 
until a new system is available; 

2. to provide possible components of an overall phase-in 
plan to a new system; 

3. to provide a reference scenario where shorter term rather 
than longer term planning has been applied; 

4. to provide a viable alternative approach to improving AES 
corrrnunications. 

In the Interim Report, the main components of an Upgrade were 
presented as follows: 

1. Upgraded message network; 

2. DIFAX network; 

3. Present photofax network expanded; 

4. Interactive requirements met through development of the 
use of the public packet network; 

5. Batch cpu-cpu to be carried on public packet network. 

These components have been essentially maintained in the 
further development of the Upgrade Option. It must be 
understood that no claim is made that this <:ption has been 
optimized or analyzed exhaustively. For the purposes of a 
trade-off analysis, it was considered to be sufficient to 
present a reasonable upgrade scenario to be casted. 'Ib this 
end, a number of trade-offs were analyzed and will be described 
below. A selection for costing and analysis is then presented. 
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Upgrades Investigated 

Message Traffic 

2.1.2.1.1 Requirements 

The traffic requirements to be !let for the 1:e.seline and 
immediate new services are described elsewhere (Appendix A). 
These can be summarized to consist of roughly a doubling of 
volwne involving all levels of the network. Performance and 
adaptivencss problems as outlined in Appendix A. 

2.1.2.1.2 Potential Upgrades for Message Traffic 

'&D scenarios were investigated: one based on the presence of 
local storage at UP's; another lEsed on rellOte access by the 
UP's to their nearest regional weather centre's computer. The 
reason for looking at both of these is to measure the cost 
implications of both. Tables I and II highlight costs for both 
scenarios. 

CHANGE: 
COSTS EXCWDE TERMINAL IXlPT AND PRINTERS 

Replace switching computer and re-program 
Provide each of the IP's with their own 
two-way 2400 bls line to the switching 
computer 
Eliminate overhead circuits to IP's 
Eliminate IP's collection and 
distribution drops 
Increase speeds of distribution 
circuits to 300 bls 
Purchase storage at UP's @12K 
S!W for Terminals 
Double capacity CMC to switch 

rIOTAL 

ONE TIME 
DEVELOP 

(K$) 

300 

100 

400 

CAPITAL 
(K$) 

864 

864 

TABLE I Messa<]e Upgrade (RellOte Storage) 

CHANGE IN 
CN3OIN3 
MONTHLY 

(K$) 

33 
-7 

-3 

14 

5 

51 



Replace sWltcnlng computer and 
re-program 300 
provide each IP with their own 
two-way 2400 bls line to the 
switching computer 33 
Eliminate current overhead 
circuits to IP's -7 
Eliminate distribution circuits 
Eliminate collection circuitry 
to UP's 

-15 

o 
UP's access to nearest IP via 
DATAPAC; 1200 bls HD; no new 
cpu's, just extra memory, 
MUX's, and controllers 177 46 

5 Double capacity Cf'K: to switch 

2.1.2.1.3 

'IOTAL 300 177 62 

TABLE II Message Upgrade (Remote Access to IP Storage) 

An analysis was done on the cost-effectiveness of using public 
packet facilities as apposed to dedicated lines to serve all of 
the UP's in the AES and DND for the remote access costing 
described in Table II. Of the 72 sites, 45 locations (or about 
60%) are on the public packet network used for costing purposes. 
Based on an assumed volume of 70 kilopackets per IlOnth per site, 
the public packet network was found to be more cost effective on 
average. (Actual traffic volume between the Regina UP and the 
Winnipeg IP for January, 1981 was 42 kpackets). 

For the costing provided in Table II, all UP's which are not on 
the packet network were cos ted as having access by leased line 
to the nearest packet network access point. 

It became clear that further analysis and optimization would 
result in the IlOre rerrote location being served by low speed 
(multidrop) dedicated lines and on-site storage. An omptimized 
mix of facilities should lower overall costs sufficiently to 
warrant the added complexity. 

Selection for Upgrade Candidate 

The upgrade outlined in Table II was included In the trade-off 
for the following reasons: 

decrease dependence on central switch; 

introduce possibility of competitive carrier offerings; 

introduce redundancy through packet network, provid~ 
access to packet network; 

regional communications improved; 
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provide more flexible base for planning; 

operating costs not significantly greater; 

provides very flexible access to data for UP's. 

It should be noted that these scenarics are both predicated on 
the oontinued use of a central lIEssage switching computer. The 
replacement of this computer with a higher capacity and more 
flexible machine is an essential requirement. The assumptions 
used for the costing in Table I and II are that recurring port, 
access and other computer charges will remain unchanged and that 
there will be a one-tillE software development cost for custom 
enhancements specifically required by the AES system. 

Revised costs based on CNCP Proposal 

On February 11, 1981, CNCP made a tentative proposal to AES for the 
replacement of the Collins 8500 switching computer with a dedicated 
system based on the DEC VAXll/750. Suggested costs associated with 
this system were as follows: 

Hardware and HW/SW support (60 00.) 
or (120 MO.) 

One time software costs (over 25 00.) 
or (over 36 MO.) 

ACU for each line attached to system 
Tariffed peripherals (3 VDU's and printers) 

34K/l'Kl 
30K/MO 
8K/l'Kl 
6K/MO 

90/MO each 
75ljMO 

Current extended area tariffs would no longer apply am circui try 
must be oosted right to the computer. 

This proposed system \vould provide: 

Speeds up to 9600 bls 
Up to 64 asynchronous and 8 synchronous ports 
X.25, SSC, HDLC, SDLC compatibility 
Access to Telex, Infotex, Infoswitch 
2128 MB Disk Drives 
Networking options using DECNET 
am other features. 

A revised oost estimate was prepared for ti1e selected Upgrade 
candidate described in Section 2.1.2.1.3, based on these tentative 
proposals, since the assumptions used previously to determine oosts 
were not appropriate. This revised costing is shown in Table III 
below. 

It should be noted that the CNCP proposal when applied to the 
current teletype network results in about a $4K/month increase in 
ongoing costs. It is also noted that AES would have to develop a 
policy for costing to users. Under tl1e new proposal, a user 
located far from Toronto w::luld pay more for line charges than one 
located near Toronto. In addition, a policy would have to be 
developed for partial oost recovery of the computer rental costs. 



CHA!'K;E: 

Finally, since a significant portion of the new costs would be 
fixed, future off-loading of the proposed new switching computer 
would not result in as large a reduction in costs as under tlle 
present arrangement. 

ONE TIME 
DEVELOP 

(K$) 

CAPITAL 
(K$ ) 

COSTS EXCWDE TERMINAL mPT AND PRINTERS 

CHANGE IN 
otrunK; 
MONTHLY 

(K$ ) 

Remove distribution circuits, overhead 
circuits, 2 CMC lines, all port, access, 
polling charges and computer (C8500) charge 
Add new CPU costs (120 MO. 's) and ACU's 

-54 

for 35 AES circuits 
One tilll2 prograrnning of new sys tern 300 
Add new 2400 bls links to IP's and CMC, 
and costs of hauling ION speed lines to 
Toronto using Infodat 
UP's access to nearest IP via DATAPAC; 
1200 LIS HD; no new CPU's, just extra 
memory, MUX's, and controllers 

TOTAL 300 

TABLE III 

Revised Table II Based on CNCP Proposal 

2.1.2.2 Facsimile (Chart) Traffic 

2.1.2.2.1 Requirements 

177 

177 

The requirement for d1art traffic can be summarized as 
follows: 

33 

21 

46 

46 

roughly a doubling of traffic between CMC and the IP's 
decreasing in a number of years as digital and gridpoint 
information replaces charts; 

2.1.2.2.2 

selective distribution required for roughly 30% of ~~ to 
IP charts; 

little d1ange (10-20% increase) in regional d1arts. 

Potential Upgrades for Chart Traffic 

A number of possible proposals were investigated including 
digital fax as suggested in the interim report. These 



proposals are as follows: 

(a) Digital Fax Network 

An upgrade to digital facsimile provides an overall 
three-fold increase in throughput at between three to 
four times the system cost of today for leased €quipment, 
or an 18% reduction in operating costs Eor purchased 
€quipment. Non-recurring costs are about $150K for the 
leased system an'l al:out $3.5M for a purchased system. 
High quality and East chart transmission along with 
selectivity at the receiving en'l are the chief 
advantages. 

(b) Add Multidrop Trunk Between IP's and CMC 

Since the principal requirement for an increase in chart 
traffic is between eM:: and the IP's, increasing the capa­
city between these centrers is probably sufficient. This 
need can be met by the addition of a separate single 
multidrop circuit across Canada connecting these centres. 
Operation would be scheduled broadcast with CMC being the 
prime originator. IP's could also broadcast any special 
purpose charts for the use of CMC or the other IP' s (e. g • 
oceonographic or ice charts). Circuit costs 1'.!JU1d be 
roughly $lOK per month. Analogue or digital equipment 
could be used depending on whether the three-fold cost 
difference is justified by the requirements for doubling 
of traffic and higher quality (see Chapter 3 for Terminal 
Equipment costs). 

( c ) Re-conf igura tion of Current Network 

Requirements could in pact be met by a star network 
centred at CMC. The increased cost for circuitry is 
estimated to be $20K per month. CMC must then be able to 
transmit different products on up to 6 separate lines. 
Tb introduce this capability at CMC has been costed at 
roughly $400K for hardware an'l $200K for software. 
Inter-regional transmissions are not facilitated in this 
way. 

(d) Selection for Upgrade Candidate 

The addition of an analog multidrop fax trunk connecting 
O'lC and IP's and with all sites capable of transmitting is 
selected for the following reasons: 

meets apparent traffic requirements; 

lowest cost an'l disruption; 



2.1.2.3 

2.1.2.3.1 

2.1.2.3.2 

2.1.2.4 

2.1.2.4.1 

2.1.2.4.2 

allows inter-regional transmission; 

can be easily removed in future when predicted 
traffic decrease occurs. 

Costs for this option excluding terminals is roughly $lOK 
per month for circuitry and $50K capital for interface 
equipment at CMC. 

Facsimile (Photo) Traffic 

Requirements 

Expand number of stations to include all of UP's. 

Photo Traffic Upgrade 

It is proposed that the network be expanded to that of the 
current 1801 chart facsimile circuitry. Circuitry cost 
increased would be aoout $37K per month. 

Batch Traffic 

Requirements 

to carry a 33 fold increase of gridpoint data from CMC to 
the IP's; 

to carry a variable amount of climate archive data 
between HQ and IP's; 

to allow other cpu-cpu interaction. 

Batch Traffic Upgrade 

It is proposed that the computer at CMC and HQ be interfaced to 
a public packet network and that extra ports be provided at 
IP's for computer to computer communication. Costing is as 
follows: 



2.1. 3 

2.1.3.1 

~ .. 

Monthly 
Development Capital Recurring 

(K$) (K$) (K$ ) 

- packet interface and 
controller at CMC for 3 X 9600 
ports to net (6 X 4800 
virtual ports) 100 100 1 

- packet interface and 
controller at HQ for 
1 X 9600 port to net 
(2 X 4800 virtual ports) 50 50 .5 

- extra capacity at IP's~ 
(assume already inter-
faced to network to 
service UP's) 50 .5 

- access to net 3 

- network use (based on 
gridpoint data only) 1 

'IOI'AL 150 200 6 

Table IV 

To develop higher layers of software for communications between 
computers will require in house PY's. 

Upgrade Costs 

Total costs for an upgraded system are calculated as follows: 

(Based on CN-cP Proposal) 

Current Costs (Excluding Terminals and Radar) (79-80) 

Teletype Network 
Paperfax 
Photofax 
Misc. 

$ 119 k/mon 
50 
11 
15 

195 k/mon (55% of total mst 
wi th terminals) 



2.1.3.2 

2.1.3.3 

2.1.3.4 

2.1.3.5 

Upgrade Option 

Deve1. Cap. Change in O/M 

Teletype and interactive access 300 177 46/MO 
Analogue fax trunk 50 10 
Photofax expansion 37 
Batch 150 200 6 

Total (excluding terminals) 450 427 99 increase 

Additional Equipment 

It is assumed that an additional computer at each of six 
regional IP's would be required for the following reasons: 

backup and redundancy; 
servicing of local networks; 
increased total traffic. 

The cost for these is estimated to re $150K each with a $200K 
software development cost. 

AES Person-Year Increases for Operation 

- Network "Control" and monitorirYJ in regions 

@ 1 per site 

- Software maintenance and change 

@ .25 PY per site 
1 analyst & coordinator 
.25 at CMC & HQ 

Administration increase 

.25 PY per region and .5 at HQ 

Total System Cost (Excluding Terminals) 

Non recurring: 

Sofware and development 
Capital - computers at IP's 

- interfaces, controllers, 
multiplexers 

6 

1.5 
1 

.5 

2 

11 

650K 
900K 

427K 
T9i7K 



2.1.4 

2.1.4.1 

2.1.4.2 

Recurring: 
Current 
Estimated increase 
Computer maintenance 

2340K/yr 
1188K/yr 
108K/yr 

3636K/yr 

This is a 64% increase in operating costs excluding terminals. 

PY (AES) for operation llPY 

Performance 

System Loading 

The traffic handling capability of the Upgrade proposal is 
presented in Table V. Utilization factors (as defined by the 
ratio of the offered load to the line or channel capacity) have 
been calculated for the main oommunication channels serving 
major classes of modes in the Upgrade proposal. ThD sets of 
figures are presented; baseline traffic as summarized in 
Appendix A, and incremental traffic resulting from immediate new 
services as summarized in the addendum section 3.3 of Appendix 
A. Offered load was calculated using traffic estimates provided 
in Appendix A. For peak loads, peak traffic figures were sumned 
over all traffic types relevant to the circuit in question. 
Peak rates were assumed to ocurr over a 10 minute period for 
observations and 30 minute period for all other message traffic. 
Average rates were assumed to occur over an hour. For batch 
traffic, a 30 minute peak period was assumed and a 12 hour 
average period was used. 

It can be seen in number 4 of Table V, 110 b/s multidrop lines 
serving Users and Collectors, a refinement of the design is 
required to rreet requirements (it is noted that the baseline 
traffic figures represent roughly a doubling of today's 
traffic). This could involve ][ore lines or scheduling of 
traffic peaks. In Table V, all peaks are assumed to 
co-incide. 

Comments on Present Problems and Future Traffic 

A qualitative assessment was done to measure the ability of the 
proposed Upgrade Option to solve current operating problems 
(these were outlined in Appendix A. This assessment is 
described below. 



UPGRADE OPTION BASELINE TRAFFIC INCREMENTAL TRAFFIC UTILIZATION FACTORS 1 HWR ADDED CIRCUIT DESCRIPTION PK AVG PK AVG 

l. 2400 bls HD CMC-CN switch 83% 37% 113% 45% 
2. 2400 bls HD IP-cN switch 62% 14% 85% 18% 
3. 1200 HD UP-IP (packet) 16% 5% 22% 7% 
4. 110 lID multipdrop lines to 

CollectorsjUsers (15 lines 
15/1ine) from switch 370% 95% 494% 121% 

5. Batch 4800 bls (packet) 12 hour 12 hour CMC-IP 2% 0.1% 68% 5% 

6. Paperfax as today 90% 90% 90% 90% Paperfax a'lditional to IP's 90% 90% 
7. photofax as today 50% 50% 50% 50% 

(Effective throughput for P'lcket net is assumed to be ~ of the available bit rate) 

TABLE V Line Loading For Upgrading Option 



Present Problems 

2.1.4.2.1 Teletype Network (Performance) 

Low Speed 

Lack of Selectivity 

Inadequate RequestjReply 

Inadequate Priority Handling 

Inadequate Quality Control 

Half Duplex Operation 

Lack of Hierarchy 

Polled Multidrop Circuits 

Solution Offered 

- Yes 

- Yes for UP's 
- INFOMODE 200R or the 

equivalent terminals 
provide selectivity 

- No station addressing on 
low speed lines unless 
software in switch 
upgraded 

- Yes for UP's 
- Manual handling results in 

delays 
- Replenishment of IP's data 

base could be handled on 
batch network 
Software required at switch 
to improve R/R turnaround 
Larger storage capacity 
increases available data 

- Input problem ameliorated 
(frequent polling) 

- Output priority problems 
require better on line 
control over priority of 
rressages. Time dependent 
priority levels required. 
Must be added to software 
in switch 

- Sorre improvement due to 
better control at data 
input level 

- Transmission errors not 
reduced unless better error 
correcting protocols used 
on lines by switch. 
Requires dlange in ooftware 
or firmware in new switch. 

- Could be changed to FD with 
new central switch and 
increased costs. 

- Yes 

- Still most economical. 
Dynamic control over 
polling could be improved 
by use of new switch. 



2.1. 4.2.2 

2.1.4.2.3 

2.1.4.2.4 

Present Problems 

Reliability or Redundancy 

Insufficient Control over 
Switch 

Teletype Network (Adaptiveness) 

L::Jw Speed 

Lack of high speed ports 

Inflexible Interfaces 

Inadequate system monitoring 

Facsimile (chart) (Performance) 

Broadcast Mode 

Analogue 

Poor Request/Reply 

Facsimile (chart) (Adaptiveness) 

National/Regional Structure 

.Broadcast mode 

solution Offered 

- Partial. Duties p:!rtially 
shared I:¥ regional systems. 
More graceful network 
failure if central switch 
fails. 

- Use of p:!cket network 
provides UP access to other 
IP's if host IP down. 

- New software to improve 
control could be buil t into 
central switch. 

- Yes 

- Yes 

- Yes through use of 
up-to-date central switch 
except possible interconnect 
problems to canpetitive 
offerings if switch leased 
fran carrier. 

- Yes depending on new 
oentral switch software. 

- Yes, although not totally 
flexible. Needs of IP's 
can be met separately. 

- No change. 

- No dlange. 

- Partial due to dual network 

- Yes 

- Unchanged. System wide 
implications as a result of 
single change. 



2.1.4.4 

Ice Central's special communication requirements remain 
separate and are not costed. New inter IP analOCjue fax trunk 
could help somewhat. 

Long Term New Services 

(a) Graphics Distribution 

The changes in graphics processing foreseen by AES will 
only l:e facilitated somewhat by the Upgrade Option due to 
ti1e introduction of viable computer to computer 
oommunications l:etween tl1e CMC and regional centres. 
That is, it will l:e possible to more easily transfer data 
l:etween groups of workers developing new graphics systems 
and products. Much, oowever, remains to l:e done. All 
operational graphics would still l:e transmitted via 
analOCj networks and A-to-D conversion would have to l:e 
carried out where users want to further manipulate 
graphics using digital rreans. Users would not l:e able to 
get access to graphic material except by acquiring a drop 
on one of the networks. This may buy much more than is 
required. Further development of digital graphics would 
probably l:e carried out on a piecemeal basis. 

(b) Marine Transportation Support 

This requirement is not met by the proposed Upgrade 
Option. It would consist of separate facilities whose 
costs and planning would l:e a shared undertaking between 
Transport, Environment, and the private sector. The 
introduction of a new centre would add new communications 
costs but would not alter the networks significantly. 
Separate communications facilities (i.e., more expensive) 
might have to l:e used to rreet specific Arctic 
requirements. 

The substitution of new ways to serve the marine 
oommunity once !IF facilities are no longer avialable is 
not a:1dressed. It must l:e regarded as a separate 
problem under the Upgrade Option. 

(c) Dissemination of Data to Users 

Users will be served by Regional or National Canputer 
Systems. One aspect of this approach is the fact that 
UP's will not l:e able to directly interact with 
communication facilities in their city (except for 
Weather Radio). 

Graphic data will require a user to acquire special 
purpose equipment to drop on fax lines. 



2.1.4.2.5 

2.1. 4.2.6 

2.1.4.2.7 

2.1.4.3 

Present Problems 

Facsimile (Photo) (Performance) 

Broadcast 

Analogue 

Poor Request/Reply 

Off-Network (Performance) 

Reliance on Radio for AN data 

Reliance on dial up 

Radio for facsimile 

Off-Network (Adaptiveness) 

Special purpose facilities 

Immediate New Services 

Solution Offered 

- No change 

- No change 

- No change 

- No change unless multidrop 
lines extended at extra 
cost, or satellite used for 
remote sites. Not costed. 

- No change 

- No change 

- Physical interconnection 
less difficult due to new 
packet Network access 
available to IP's hardware. 

The following Immediate New Services as summarized in Ar:pendix A 
are net fully covered or supported by the Upgrade Option 
proposed for the Tradeoff Phase. 

Radar communication is net costed. It is expected that, once a 
clear statement of requirements is agreed to, a separate 
network of dedicated and dial-up lines will need to be casted. 

Excess regional computer capacity to regionally collect 
additional real time data from special networks and distribute 
it has been included. Specific options have not been looked at 
nor have the associated communications costs. 

Electronic delivery of graphical infonnation to CATV industry is 
not available except by IP production and delivery. This has 
not been costed (e.g., graphics on cable TV in Calgary). 

Demand access to IP' s data base by outs ide user is easy and 
flexible due to use of packet network. Access to Climate 
Archive is by separate packet net (not costed) or by new 
software in IP's to use AES computer-computer link to EJ;l. 



2.1.4.5 

2.1.4.6 

2.1. 5 

Other Upgrade Scenarios 

A nlllllber of other options could te investigated for 
consideration, among them the following: 

A new, in-house, central switching ~nputer could be 
built. 

User Processors that meet certain criteria such as 
population served, distance fran the nearest IP, 
diversity and requirements of user ~unity, could be 
provided with on site storage and intelligence to serve 
the local needs. 

Integration of photo and chart facsimile to the User 
Processor level to reduce network duplication and 
expensive terminal equipment. 

Satisfying the message traffic needs of the user 
community by the use of a dedicated broadcast facility, 
either landline or satellite. 

Future Development of Networks 

Regional computers could gradually take over data collection 
and distribution, eventually removing the central message 
switching computer. Gradual reduction of circuitry and load on 
the central switching computer would not be economical under 
the CN-CP proposal. 

The computer-computer network could begin to carry digital 
graphics leading eventually to a totally digital system. 

Implementation 

In order to implement the described Upgrade Option, a 
considerable nlllllber of parallel activities must te carried out 
in-house. Table VI outlines the major activities over a 
possible five year implementation plan and the AES Py require­
ments are highlighted. The opportunity for contracting out the 
activities listed is not large except for the central message 
switch upgrade which is based on a CNCP proposal. 

During the first year of planning, a precise phase in plan will 
te developed. The major problem in terms of phasing in will be 
the installation of new computer systems in parallel with 
conversion of U.P. 's from being served by the switch to being 
served by the Regional computers. 

DND implementation manpower has not been indicated however, it 
would seem that the requirement could be limited to 2 PY's per 
year for planning and administration. 
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3 
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6 
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• 
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" 

·, AES ., .3 •• 8S 

T4Gk I., Task py Task , Task py Task Y 

Lmmediate Line Speed Continue 
up grade (selective). 
Minor Re-configuration ! ! 
Acquire ASR.35 replac€'l:l. -- -
Plan "lJl>" subset for Acquire HjW, Trmls, 2 Regions 2 morlS! rest 
Ip access. Packet lIP, packet service for 
ne\o" tends. Stepwise first step (1 regio 
Introduction Plan 1 Change over , , , , 
Plan for new cpu's at Acquire :2 cpu's :2 Regions :2 more rest 
IP's. System configur. 1 for S;W Dave!. 
Soft~are specs. Packet Write s;W IJnplement 

IIF , In one region , , , , 
Plan and implement Finish implement 
p1l;cket access for o-t:::, ! ! 

8q. 

Plan for SjW packages Write s;W, Do tests Continue Continue 
~batch exchange 1 1 ! ! ! 

Specs for new CN Guidance to 0< Begin change-over Complete change-
s...:itch soft ..... Plan. 1 Plan change-over 1 Nc,", lines etc 1 o~r 1 

Plan new FAX line, Implement new 
~ acquisi tiOD of FlU( line, begin 
chart recorders, CMC transmissions 
:I/F SOFl'W/HW. ! ! 

Plan selective expansi Begin expansion. Continue Continue Continue 
of photofax net. ~ purchase trmls 
to acquire new termls. ! ! ! ! ! 
Readac related plannin ! Continue ! Implement 1 Implement ! llI1plement ! 
Investigate DCP, ~~ ! Fl= ! Acquire 1 Acquire 1 Acquire 1 

ett 
-

Manage and co-ord .• , , , 2 1 
develop new user 
policies. interfaces. 

TOTAL EACH YEAR 10 11 9 ! 7! 

TABLE VI. Proposed Five Year Implementation Plan 



It can be seen that a core team of four to five HQ people 
supported by about an equal number in the field would be 
required to ensure a co-ordinated and well planned approach. 
The establishment of such a core team responsible for co-ordin­
ated AES communications planning is recommended. 



2.2 

2.2.1 

2.2.1.1 

2.2.1.2 

INTEGRATED TERRESTRIAL OPrION 

Introduction 

System Definition and Rationale 

The Integrated Terrestrial System Candidate is a distributed 
system where the traffic is integrated and the carnnunication 
is broken down into intra-regional and inter-regional. The 
rationale behind this candidate is to utilize a consolidated 
communication system very efficiently, thus reducing the amount 
of circuitry and hence reduces the monthly expenses.l Figure 
2.2.1.1-1 shOVIS the system structure. 

The system consists of: 

NetVlOrk 

1. Satellite Photo Imagery 
Network (as present) 

2. Public Packet Nebtiork 

3. Regional Nebtiork 
(Heirarchy of multi­
drop and point-point 
lines) 

Traffic 

Inter-region satellite photo image 
distribution. 

Inter-region distribution of all 
traffic except photo images. 

Intra-region collection and distri­
bution of all traffic including 
photo images. 

The proposed system is a distributed system. (However, the 
routing and scheduling of the message traffic could easily be 
centralized if preferred.) The intent is to provide a complete 
communications system for carrying all present and future 
communications related traffic.2 

Services and Traffic Specification 

The Service requirements and traffic specifications are 
documented in Appendix A. All of the baseline services plus the 
immediate services defined are requirements of the proposed 
system. The quantitative interpretation of these services is 
also documented in Appendix A. 

1 Regional circuitry rental and terminal equipment rental are 
the main recurring costs of the present system. This chapter 
will deal mainly with the communication related hardware. 
Terminal equipment is discussed in Chapter 3. 

2 The Off-Network is as present or upgraded to satellite 
collection and distribution. (Off-Nebtiork is communications to 
remote areas where terrestrial private links are not available 
or not economical; presently radio, ~P{, TWS, satellite, etc., 
are u'3ed). 
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2.2.2 

2.2.2.1 

'--' 

System Description 

Figure 2.2.1.2-1 shows a conceptual diagram of the proposed 
system. The Users, Collectors, User Processors ard 
Intermediate Processors are interfaced to a regional network. 
The Major Processors are interfaced to the Public Packet Network 
directly. All corrmunications between regions occur through the 
packet network and all intra-region communications occur over 
the regional network. This section will describe each of the 
networks that make up the system. Subsequently, the hardware 
and software of the system is described. 

Photo Image Network 

The Photo Image Network consists of the main broadcast circuits 
as they exist today. All regional circuits would be eliminated. 
Figure 2.2.2.2-1 shows the circuits included. Regional distri­
bution would be carried over the Regional Network. 

As at present, photo images would be carried as analog 
transmissions over the photo network. In the future, if 
required, this network could be converted to digital to improve 
quality. 

The Photo Image Network interfaces the regional networks, SDL 
and CMC. At the regional networks, the photo fax circuits 
interface to a Distribution Interface (DIFJ. At SDL and CMC the 
photo fax circuits interface as in the present network. 
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2.2.2.2 

. ~. 

Public Packet Network 

The Public Packet Network interconnects the Regional Networks, 
AES II;) and CMC. The network could be either the 'KTS Data Pac 
Service (DPS) or the CNCP Infogram Service (IGS). The 
interconnection of traffic is handled by Distribution Interfaces 
(DIF) through the Public Packet Network USil'B the standard CCITT 
X 25 protocol or some subset of it, such as SNAP used by TCTS 
DPS. Details of the DIF hardware (H/W) and software (S/W) are 
discussed separately in Sections 2.2.2.4 and 2.2.2.5. 

A single 9600 bls access port is required to interconnect the 
regions and AES II;). The mc site requires three 9600 bls fOrts, 
to meet the estimated Baseline and Irrmediate Services peak 
traffic. 

Figure 2.2.2.2-1 shows the Public Packet Network and how it is 
interfaced. Note no rrodems are required as the access lClqlS are 
digital. Packet size is 256 Bytes. The DIF H/W and S/W are 
compatible throughout the network. The configuration of the DIF 
at mc and AES H/W is lXJW described • 
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2.2.2.2.1 CMC Access 

Figure 2.2.2.2.1-1 shows an arrangement proposed for interfacing 
CMC terminal equipment, (MC CPU processing power, (Me message 
traffic and private user drops to users through the Public 
Packet Network. A list of the DIF p:>rts is provided below. 

Ports 

1. Public Network 

2. NWS 

3. DIFAX Input 

4. Analog NWS Input 

5. CM:: Front End 

6. Disk 

7. Private Ports 

Descriptor 

3-9600 bls full duplex RS232 

2400 bls full duplex synchronous 4 wire 

4800 bls simplex (input) synchronous 2 wire 

4800 bls simplex (input) synchronous 2 wire 

9600 bls full duplex X25, Serial or Parallel 

4 MB/sec Bus 

15-20 100 bls simplex (output) asynchronous 2 
wire 

8. CMC CPU Chart Output Bus IIF 

Estimated r:eak loading on the DIF IIO bus is about 30 
transactions r:er second. The unit is capable of about 100 
transactions r:er second. This yields a 33% utilization during 
peak use. 

The chart encoders are Alden AFDIGSl which yield about 7.5 
maximum and 5.0 typical canpression ratios for weather charts. 
All NWS, (Me CPU or manual charts, are raster compressed before 
transmission. 

lU.S. Air Force Digital Facsimile Circuit 
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2.2.2.2.2 

1. 

2. 

3. 

4. 

5. 

6. 

7. 

-' 

AES HQ Access 

Figure 2.2.2.2.2-1 shows an arrangement for interfacing AES EO 
CPU's and terminal equipment to users through the public packet 
network. A list of the DIF ports is provided below: 

Ports 

Public Packet Network 

Climate CPU 

Training CPU 

MSRB CPU 

mDECON CPU 

Chart Input 

NCC 

Descriptor 

1-9600 bls full duplex RS232 

9600 bls full duplex X25, serial or 
parallel 

2400 bls full duplex X25, serial or 
parallel 

2400 bls full duplex X25, serial or 
parallel 

600 bls full duplex asynchronous 4 wire 

4800 bls simplex synchronous 2 wire 

2400 bls full duplex X25, serial or 
parallel 

The chart decoder is the Alden AFDIGS type with the addition of 
an analog fax output for reception usin:j the conventional fax 
recorders. 

The Network Control Centre (NCC) consists of a PDP-11/34 
mini-computer and standard peripherals as shown. No specific 
specifications for the equipment have been determined at this 
time. 
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2.2.2.3 Regional Network 

The Regional Network interconnects all collectors, users, user 
processors and intermediate processor sites to each other and 
to the Public Packet Network. This is acccmplished by the DIF 
as at (MC or AES ffj. Figure 2.2.2.3-1 shows the configuration 
of the Regional Network. The Regional Network is made up of a 
number of different channel types that are compatible with the 
office's hierarchy. 

Circuits Offices Served 

Serial or Parallel RS232 Local IPs 

Dedicated point-to-point Remote IPs 

Multidrop private voice grade UPs 

Multidrop private teletype Collectors and 
Users 

The Regional Network hardware includes one distribution 
interface (DIF), a data terminal equipment interface (OTE) at 
each UP, plus chart decoders and encoders where charts are 
received and transmitted. 

Distribution Interface (DIF) 

The Regional Network is interfaced to the public packet network 
through the DIF. The Regional Network DIF is identical to that 
proposed for CMe or AES HQ. It is an existing MIA product that 
uses parallel processor technology and is modular in expansion. 
Up to 16 processors are possible; five are required. 



Ports Description 

1. Public Packet Network 9600 b/s full duplex RS232 

2. Multidrop Voice Grade 2-9600 b/s full duplex synchronous 4 Wire 
(max. 10-15 drops) (typically 5-10 required) 

3. RellDte IP 2-9600 b/s full duplex asynchronous 4 Wire 

4. Local IP HP ern I/F X25 type - serial 

5. IDeal IP chart recorder 4800 b/s asynchronous simplex 

6. Local IP chart tmtr 4800 b/s synchronous simplex 

7. Local Photo fax input 4800 b/s synchronous simplex 

8. Disk 4 MBytes/s Bus. 

9. CRT 1200/2400 b/s RS232 
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Data Terminal Interface Equipment (DTE) 

The DTE interfaces a UP and a number (maximum of 10) of users 
and oollectors to the multidrop voice grade line. The p:>rts on 
a IYI'E are: 

Ports Description 

1. Mul tidrop Voice Grade 9600 b/s synchronous 4 Wire full duplex 
200 b/s asynchronous 4 Wire full duplex 
4800 b/s synchronous 2 Wire simplex 
4800 b/s synchronous 2 Wire simplex 
1200 b/s RS232 

2. Multidrop Teletype 
3. Photo Decoder 
4. Chart Decoder 
5. CRr 
6. Message output 1200 b/s asynchronous 2 Wire simplex 

2.2.2.4 

The IYI'E is a custan microprocessor disk-based system. The disk 
is a Winchester type. A maximum requirement of 12 MBytes of 
storage is estimated. The architecture of the DTE system is 
developed and requires addition of a disk interface. At rerrote 
IP's, the lJlE permits input fran a chart decoder as does the DIF 
at a local IP. The DTE includes a polling oontroller to cperate 
the teletype line. 

Photo Image Encoder/Decoder 

The Photo Image EncoderjDecoder H/W is assumed to yield a 5 to 1 
oompression on satellite weather linages with neglible 
distortion. This is based on an experimental system. 

Chart Decoder/Encoder 

This is an Alden AFDIGS product which yields about a 7.5 maxi­
mum, and a 5.0 typical oompression ratio on weather charts. 

Hardware Summary 

A summary of the H/W 1S provided below: 

DIF 
IYI'E 
Chart Decoder/Encoder 
Photo Decoder/Encoder 
Fax Converter A/D 
Modems 4800/9600 b/s 
(No conditioning required) 
NCC CPU 

STATUS 

Ml¥; product 
MDA (modified) product 
Alden (modified) product 
IAF developed product 
Muirhead developed product 
Vendor product (IBM) 

DEC PDP-ll/34 

ORIGIN 

Canada 
Canada 
USA 
Israel 
Canada 
USA 

USA 



2.2.2.5 

2.2.3 

Software 

It is proposed to layer the system software to provide a 
flexible growth oriented system. The principal advantage of 
layered Sj\'l is that changes at anyone layer do not ripple 
through the system. It is proposed to use X25 with EX::MA. The 
session, presentation and application layers would be custom. 

The DIF acts as a private rxxle with respect to the regional 
network and as a public node to the public packet network. The 
DIF and DTE operating system Sj\'l is ATS, (Asynchronous Task 
Supervisor), an efficient and proven reliable package developed 
by MDA. 

Operation 

There are two principal types of traffic: 

Broadcast Traffic (Message, Charts, Imagery, etc.) - The 
broadcast frafflc is made up of intra and inter region 
disribution. The intra-region distribution is traffic 
originating within a regional and distributed within that 
region. The inter-region distribution is traffic originating 
within a region and distributed to other regions or originating 
at an MP and distributed to other regions. The DIF's act as a 
distributed message switch controlling intra- and inter-region 
distribution of broadcast traffic. 

Traffic input to a DIF from within a region or an MP is first 
directed to the local DIF on an end-to-end basis. (Collectors 
and users traffic is concentrated first at a DTE and then 
forwarded to the DIF). The DIF looks up table (WT) identifies 
intra- and inter-region destinations. Intra-region destinations 
are identified by the regional circuit leaving the DIF. Inter­
regional destinations are identified by permanent virtual 
channels to other regions on MP's. 

Traffic input to a DIF from other DIF's (inter-region 
distributed) is treated exactly as intra-region traffic. 
Between DIF's traffic is end-to-end and routed on a per call 
basis over permanent virtual circuits. 

Traffic output from a DIF to the region is distributed to IP's 
on a point-to-point basis. Traffic to UP's, Collectors and 
Users is distributed by the multi-drop voice grade circuits on a 
broadcast basis. UP OTE's select that traffic required and that 
traffic to be forwarded on to Collectors and Users. For each 
piece of traffic, a look-up table is consulted, which designates 
for each piece of traffic to which regions it is to be 
distributed and to which circuits within a region. The DIF is 
acting as a message switch as well as a CX)Il1ffiunications node. 



2.2.3.1 

2.2.3.2 

2.2.3.3 

2.2.3.4 

Point-to-Point (Grid point, Soundings, Interactive) - P9int-to­
pOlnt traffic is routed fran end-to-end on a call-to-call basis. 
The DIF acts as packet node. 

Ole Operation 

The OIC CPU link to the DIF carries the following IIU.Iltiplexed 
traffic: 

Interactive, 
Observation, 
Forecast, 
Grid point data. 

The charts are communicated via a separate bus I/F. 

The CM:: CPU still controls the release of its products, however 
this could be included in the DIF. 

AES HQ Operation 

In a manner similar to OIC operation, the DIF provides access 
for all AES HQ CPU's to the public packet network. 

IP Operation 

The regional Hewlett-Packard computers (BPs) are relieved from 
cornnunications responsibility. It is proposed that the BPs 
still control release of products. All terminals interfaced to 
the HPs would have interactive access to all AES resources. IP 
charts can be sent simultaneous as CMC charts. It is assumed 
that IP charts are also compressed raster charts. The 
distribution of these charts are inter- or intra-region. The 
total traffic input to a regional network is the sum of the 
requirements of that region. 

UP Operation 

The DTE operates as a distribution interface unit with respect 
to the teletype drop traffic. Only a subset of the UP traffic 
is passed onto the collectors and users. This subset is 
determined by a look-up table at the DTE. Only charts presel­
ected by the UP operator are recorded. The traffic on the voice 
grade lines is determined by the total requirements of all 
stations on the line including the teletype stations. Similarly, 
the traffic on a teletype line is the sum of all the users on 
the line. 

The DTE disk provides a soft copy of all current data for the 
UP operations. A hard copy is obtained only when required. If 
additional data is required, it is obtained from the regional 
IP. Optionally, the DIF could service these requests. 



2.2.3.5 

2.2.3.6 

2.2.3.7 

User and Collector Operation 

Basically, as at present. However, requests for iilditional data 
are rermitted. 

Routing and Scheduling 

All releasing of data or charts is controlled by the source CPU 
or terminal operator. However, this function could I::E included 
into the DI'E and the DIF. The routing of all broadcast traffic 
is controlled by the DIFs and DTEs, via Look-up Tables (LUTs). 
A change in routing is performed by changing the UJTs fran the 
NCC. 

Network Control Center (NCC) 

At the DIFs and DTEs rronitoring data and traffic statistics are 
collected and forwarded to the NCC for rronitoring and analysis. 
LUTs and operational S;W are ClcMn loadable fran the NCC to the 
DIFs and DTEs. Tb change the broadcast routing of a message may 
involve changing one, two or three LUTs depending on the 
hierarchy of the station involved. 



2.2.4 Performance Analysis 

2.2.4.1 Traffic lDading 

Channel lDading Calculations 

_.-.- .. _--------,-------------,-------------, 

III .... ___ --""'T"'r"'a:cff"'i:.;,c:.::::: ___ ---l_"-'-''-='-''-'=so=-u-'r:.:.c_e=.:....:c''''-':;:.:..~_t_-->..!.''-'='-'-s"'i.:..n_k=-:...:.::="""-'-___ -; ." Components (From User or Collector) (To User or Collector) 
I 
! TELETYPE CHANNEL 
i (Maximum 10 drops) 

i 1 

I 

I 
I 
I 
12 
I 

Observation data 
Baseline Services 

Peak Load = 

(5 min) 

Average Load = 
(1 hr) 

Baseline & Immediate 
Services 

For'Bcast Data 
Baseline Services 

Baseline & Immediate 
Services 

13.6 K Chars/region 
x 10 sites max. 
+ 51 sites/region 
=2.7 Kchars 
11.0 K x 10 + 51 
= 2.1 chars 

PK = 2.7 + 45% = 3.9 K 
AV = 2.1 + 45% = 3 K 

PK = 0 

AV = 0 

PK = 0 
AV = 0 

95K chars total 
x .15 per site 
= 14 K chars 

77 K x .15 = 11.5K chars 

PK = 14 + 45% = 20 K 
AV = 11.5 + 45% = 16.7 K 

86.4 K total x .25 per 
reg. x .5 per VF circuit 
(11 K) + 80 K x .35 
+ 8 (3.5 K) = 14.5 K 
96 K x 25 x .5 (12K) 
+ 300 x .35 + 8 (13K) 
= 25 K 

14.5K + 10% = 16 K 
25 K + 10% = 28 K 

.. ___ . ________ ---L ________ -'-_________ --' 



I 

I , 
I 

Traffic 

Components 

VOICE GRADE LINE 
(Maximum 10 Drops) 

1. Observation Data 
Baseline Services 

Baseline & Immediate 
Services 

i 2. Forecast Data 
Baseline Services 

Baseline & Immediate 
Services 

3. Charts 
Baseline 
Services 

Baseline & Immediate 

Source 
(From oTE) 

PK = 13.6 K per region x 
10/12 x = 11 K 
AV = 11 K x 10 + 12 = 9 K 

PK = 11 K + 45% = 16 K 
AV = 9 K + 45% = 13 K 

PK = 0 

AV = 0 

PK = 0 
AV = 0 

Sink 
(To oTE) 

95 K total x .5 = 48 K 

77 K x .5 = 39 K 

PK = 70 K 
Av = 56 K 

PK = 86.4 total 
x .5 per region 
x .5 per circuit 
(21 K) + 25 K 
x .5 (12.5 K) + 80 K 
x .35 x 0.51 (14 K) = 47.5 K 
AV = 96 K x .5 x .5 (24) 
+ 30 x .5(15 K) + 300 K 
x .35 x .5 (52.5) = 92 K 

PK = 47.5 K + 10% = 51 K 
AV = 92 K + 102 = 101 K 

PK = National + Regional 0 
= 5 + 1 charts 
= (11MB + 11MB x 1/5) 

+ 8 .;. 5 
= 330 KBytes (=1500 BPS) 

AV = National + Regional 0 
= (384 MB + 384 MB x 

363) + 8 + 5 .;. 24 
2194 

= 466 KBytes (~1050 BPS) 

PK = 330 KBytes 
AV = 466 Bytes + 15% 

= 536 KBytes 

o 
o 



Traffi c Source Sink 
COl11Q.onents (From DTE) (To DTE) 

4. Satellite Imagery a PK 10" x 10" x 100 
Baseline x 100 8 125 KBytes 

AV 95 per day 24 
( 4) x 125 KBytes a 500 KBytes * Baseline & Immediate 

a PK 125 KBytes 
0 AV 500 KBytes 

* at 5: 1 compression 
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Source Sink 
(From Region) (To ReQion) 

PK = 13.6 K x 5 regions 95 K total x .8 = 76 K 
x .8 + 13.6 x 2 
= 82 K char 
AV = 11 K x 5 x .8 77 K x .8 = 62 K 
+ 11 x 2 = 66 K 

PK = 82 K + 45% = 119 K 76 K + 45% = 110 K 
AV = 66 K + 45% = 96 K 62 K + 45% = 90 K 

PK = 7.2 K x 5 regions (86 K x .5 
x .5 + 7.2 K = 43 K + (25 K x 
(NWS & CMC) - 25 K .5 - 12.5 K) + (80 K 

AV = 8 K x 5 x .5 K x .35 = 28) = 84 K 
8 K = 28 K (96 K x .5 = 48 K) + 

(30 K x .5 = 15 K) + (200 K 
x .35 = 105) = 168 K 

PK = 25 K + 10% = 27 K 84 K + 10% = 93 K 
AV = 28 K + 10% = 31 K 168 K + 10% = 185 K 

PK = 0 32.5 K x .35 = 11 K 
AV = 0 55 K ~ 12 x .35 = 2 K 

PK = 0 11 K x 20 (CMC) 
+ 11 K + 10% 
(AES) = 232 K 

AV = 0 2 K x 20 + 2 
+ 10% = 40 K 

i , 
I 

I 
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Traffic Source Sink 
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:',,1$:_: 1 i ne 

Baseline & Immediate 
Services 

~. Sou~ding Data 
Baseline Services 

Baso 1 ine & Immediate 
Si?rvi ces 

PK = 1 Regional chart 
=1.9MB.85 = 48 KBytes (~1300 BPS 

AV = 10 per day 
= 48 KBytes x 10 7 24 
= 20 KBytes (~ 50 BPS) 

PK = 1 Regional chart 
= 1. 9 MB 8 5 
= 48 KBytes (~1300 BPS) 

AV = 384 MB 24 8 7 5 
= 48 KBytes x 10 24 
= 20 KBytes (~ 50 BPS) 
(AV = 10 charts per day) 

PK = 0 
AV 0 

PK = 5 National charts 
=l1MB 5 8 
= 275 KBytes (~1250 BPS) 

AV = 384 MB 24 8 7 5 
= 400 KBytes (~ 900 BPS) 

= 275 KBytes + 62% 
= 450 KBytes (~ 2000 BPS) 

400 KBytes + 62% 
= 648 KBytes (~1444BPS) 

o 
o 

PK = 40 K 40 K 

x 2/3 = 26 K total = 9 K per I P 
AV = 40 K (every 1~ hr) 26 K 7 3 (IPS per source) ~ 

,.-i; .s.S:JUmC3 5: 1 compression .......... : . .:.::.:::.::.~~---!---

rACK~r NETWORK CMe LINK 

.1. Ohservation Data 
Geseline Services 

Jase~ine & Immediate 
Services 

) Forecast Data 
Bas21ine Services 

I 'fii2S !",:,ster 
~ .;: to 'J on 

(From CMC) (To CMe) 

PK = 0 
AV = 0 

PK = 0 
AV = 0 

95 K total 
77 K total 

95 K + 45% = 138 K 
77 K + 45% = 116 K 

PK = (25 K x 6 x .5 = 75 K) 86.4 K (rp) x .5 = 43 K 
+ (80 K x 6 x .35 = 
168 K) = 243 K 

AV = (30 K x 6 x .5 = 90 K) 96 K (IP) x .5 = 48 K 
+ (300 K x 6 x .35 = 
630 K) = 720 

--.. -. ______ --L ________ -L __________ --' 



Traffic 

ComDonents 

Baseline & Immediate 
Services 

3. Grid point Data 
Baseline Services 

Baseline & Immediate 
Services 

4. Chart Data 
Baseline Services 

Baseline & Immediate 
Services 

PACKET NETWORK AES LINK 

1. Observation Data 
Baseline Services 

Baseline & Immediate 
Services 

Source 

(From CMC) 

PK = 243 K + 10% = 267 K 
AV = 720 K + 10% = 792 K 

PK = 32.5 K x 6 x .35 
= 68 K 
AV = 55 K (per 12 hr) 
+ 12 x 6 x .35 = 9.6 K 

PK = 68 K x 20 = 1360 K 
AV = 9.6 K x 20 = 192 K 

43 
48 

0 

0 

0 
0 

Sink 

(To CMC) 

K + 10% = 47 K 
K + 10% = 53 K 

PK = (11 M Bit + 5 + 8 0 
= 275 KBytes) 
x 6 + 275 K x .62 (AES) 
= 1820 KBytes (~8100 BPS) 
AV = (384 M Bits + 24 0 
+ 8 + 5 = 400 KBytes) 
x 6 + 400 x .62 
= 2648 KBytes (~590o BPS) 

PK = 1820 KBytes + 62% 
= 2949 KBytes 
(~ 13100 BPS) 
AV = 2648 KBytes + 62% 
= 4289 KBytes (~ 9550 BPS) 

(From AES HQ) 

PK = 0 
AV = 0 

PK = 0 
AV = 0 

o 

o 

95 K 
77K 

(To AES HQ) 

95 K + 45% = 138 K 
77 K + 45% = 116 K 

,",': 

~ , 
" 

I 
I 
I 
I 
I 

I 
! 
I 



Traffi c 
, 

Source Sink I 
ComDonents (From AES HQ) (To AES HQ) 

2. Forecast Data 
Baseline Services 

PK ~ 0 84 K (as IP) 
AV = 0 168 K (as IP) 

Baseline & Immediate 
Services 

PK '" 0 93 K 
AV '" 0 185 K 

3. Grid Point Data 
Baseline Services 

PK'" 0 11K 
AV'" 0 2 K 

Baseline & Immediate 
Services 

PK = 1 K 11 K x 20 '" 220 K 
AV '" 1 K 2 K x 20 = 40 K 

4. Sounding 
Baseline Services I 

N/A N/A 

Baseline & Immediate 
Services 

I PK '" 0 40 K as per IP 
AV '" 0 9 K as per IP , 

; , 
5. Charts 

Baseline Services 
PK '" 0 PK '" 275 KBytes x .62 

'" 171 KBytes (~ 760 BPS) 
AV '" 0 AV '" 400 KBytes x .62 

'" 248 KBytes (~ 551 BPS) 

Baseline & Immediate 
Services 

PK '" 0 PK '" 171 KBytes + 100% '" 
= 341 KBytes (1520 BPS) 

AV = 0 AV = 248 KBytes + 100% 
= 495 KBytes (1102 BPS) 



2.2.4.2 

Viet) 

Vavi 

Utilization 

Channel Utilization 

The peak period channel utilization UPK is approximated 
by: 

Vi 
5" 

U
pK 

- Vi + Y1 + Vk 
'" Ti T j Tk 

Vi chars 

Valid for ViiS » Vav/GO x (Ti - 5) 

where Vi = 5min PK traffic for 
component i with delivery time Ti 

Vavi = 1 HR average traffic 
for component i 

~ I ----------~%~M~IN--------T~-i----------------------T-i-m-e---

The average channel utilization is given by: 

Vav Vavi Vavj Vavk 
'" 1 HR + 1 HR + 1 HR 

Table 4.2-1 below defines the ~npDnents, delivery time, loading, channel utilization and utilization efficiency of each channel, fer the Baseline services and for the Baseline plus 
Immediate services. 



vi Deliyery I T~~~t~~ Line ~~I~, ~ i~~k ~L~~. 3 ~L:~~ Tp'lIffic Time 1 Capa-
Component T1 (min) Cltv L~AD .uB~S LOAD BPS LOAD 

./:S .. IV L~. IV .~S .. .}~~. .v~SPk All PK A PK .ii' PK .v",. PK 'V"'/ .. 
I-Observation 10 Source 2.112.7 51 l6 91 II 12011U 66182 146/1100 01 0 D! 0 01 0 01 0 

Sink 11. 5/ I' 261186 39148 871640 621 76 13811013 77195 171/1266 771 95 171/1266 
Z-Forec/lst 30 Source 01 0 01 0 01 0 0/ 0 281 23 621111 720/243 16OO/241l 0/ 0 D! 0 

Stnk. 25/1',5 551 65 92/148 2041213 1681 84 l7l1l7l 48/43 1061146 1681 84 371/173 
3·Grid Point 30 Source 01 0 01 0 0/ 0 0/ 0 01 0 01 0 9.61 6B 22IJOZ 01 0 01 0 

Sink 0/ 0 01 0 01 0 01 0 2/ II 4/49 01 0 01 0 11 1 ZI 4 
4-Soundlng 30 Source 01 0 01 0 01 0 01 0 01 0 01 0 0/ 0 01 0 01 0 01 0 

Sink 01 0 01 0 01 0 01 0 01 0 01 0 0/ 0 01 0 0/ 0 01 0 
5-Chi!lrts 30 Source 0/ 0 01 0 01 0 01 0 20148 50/1300 264B/182O 590018100 01 0 0/ 0 

51 nk 0/ 0 01 0 '66{330 1035/1466 4001275 90011250 01 0 01 0 2.Bll7I 551/760 
6-1magery 10 Source 0/ 0 0/ 0 0/ 0 01 0 01 0 0/ 0 01 0 01 0 0/ 0 01 0 

Sink 01 0 01 0 SOOll23 111111666 01 0 0/ 0 01 0 0/ 0 01 0 01 0 

TOTAL Load Source 2.1/2.9 - - 9/ II - - 1151156 - - 346912131 - - 01 0 0/ 0 

Sink 371 2B - - 10971649 - · 6351438 - . 1251138 · . .941351 0/ 0 
TOTAL BPS Source - - 51 36 - - 120/147 · - 260m II · · 985511100B · · 01 0 

Sink - - BI/251 · · 2.37139B5 · · 1417/2649 · · 27711412 - · 109712403 

Uti 1 iZiltion '; Source - - B,5/ 18 · · 2.51 1 · · 31 26 · · 341 38 · · 01 0 

! Si nk - - 401126 - - ",4> · · 1<' OR · · " , - · 11/ 25 

I BASELINE & IMMEDIATE 
Vi De 1 ivery Teletype line 

TrHf1C Time ieapt!!- 100 BPS 
ComDonent T1 (min) Icity L?AO BPS 

I AV PK Avi PK 

I-Dbservat ion 10 Source 3/3.9 6/ 52 

Sink 16,7/ 20 371266 

2-Forecast 30 Soyrce 0/ 0 01 0 

Sink 2B/ 16 621 71 

3-Grid Point 30 Source 0/ 0 01 0 

Sink 01 0 0/ 0 

4-Sounaing 30 Source 0/ 0 0/ 0 

SHlk 0/ 0 0/ 0 

5-Ch~rts 30 Source 0/ 0 01 0 

Sink 0/ 0 01 0 

IS-Imagery 10 Source 0/ 0 01 0 

Sink 0/ 0 0/ 0 

TO:', loaa Source 313,9 . -
Sink 44.7136 - -

TOTAL BPS Source · - 61 52 

Sink · - 99/337 

Utilization <~ Source - - 31 26 

Sink · . 50/169 

LOAD - K chars or K bytes 
BPS - Bib Per Sec Averaged 

~: Lin. 
600 BPS 

L~AO BPS 
All PK Av"i PK 

13/ 16 281215 

561 70 124/933 

01 0 01 0 

1011 51 2241226 

0/ 0 01 0 

01 0 01 0 

01 0 0/ 0 

01 0 0/ 0 

01 0 01 0 

536/330 1191/1466 

01 0 0/ 0 

5001125 111111666 

13/ 16 . · 
11061576 . · 

- · 281215 

- · '2649/4291 

· - .5/ 5 

- · 281 45 

Source & Sink Reference; see load calculations 

~~~n Link BPS 
L~AO 

AV PK 
BPS. Av"i' PK 

96/119 213/1585 

90/110 20011466 

III 27 691120 

931185 206/B22 

01 0 01 0 

40/232 8911030 

261 40 58/177 

91 .0 201177 

201 4B SOll2BO 

6481450 1"0/1000 

01 0 0/ 0 

0/ 0 0/ 0 

113/234 . -
880/1242 . . 

· · 127014419 

· · 195515500 

· · 141 46 

· · 20/ 57 

Table 2.2.4.2-1 Channel Utilizat;.on 

CMt Link ~~L~~~ 9600 BPS X' 
L~AO BPS LOAD BPS 

AV PK Av"i' PK Ail P' Aii' PK 

0/ 0 01 0 01 0 01 0 

1161138 25711840 1161138 25711840 

192/267 176011186 0/ 0 01 0 

53/ 47 1171209 185/ 93 .111.13 

19211360 426/6044 11 11 4/ 48 

01 0 01 0 40/220 881977 

0/ 0 0/ 0 0/ 0 01 0 

0/ 0 0/ 0 91 40 201177 

4289/29'9 9550113100 I 01 0 0/ 0 

01 0 01 0 496/341 110211520 

01 0 01 0 0/ 0 01 0 

0/ 0 0/ 0 01 0 01 0 

5273/4566 · - 21 11 . " 

16911B5 · . ~361310 . -
· • 11675/20330 - - 4/ 48 

· · 37412050 - · 1B77I4927 

- · .01 70 · · .1/ 1 

· · 21 11 - · 20/ 51 

I 

, 



2.2.4.3 

2.2.5 

2.2.5.1 

2.2.5.1.1 

Quality/Reliability 

The Public Packet network is rated at bit error probability of 
1 in 1012, which is excellent. The bit error probability of 
the regional network voice grade lines on a broadcast operation 
would be 1 in 106 without Forward Error Correction (FEC). 
(The inclusion of FEC is not proposed)l. This is at least 
two orders of magnitUde better than present. The bit error 
performance of the regional network teletype lines on a 
broadcast operation would be as present. For point-to-point 
operation, as for collection, or interactive, FEC would be 
included. 

The Distribution Interface (DIF) hard~lare is nodular in that 
the nwuber of parallel processors is optional. Thus with the 
inclusion of a spare processor, the unit would have some 
inherent redundancy capabilities. A downtiIre of minutes would 
result. 

The DTE and the DIF are expected to yield greater than a 95% 
availability. A spare DTE for earn region is reCOllUTlended. 

COSTING 

(excludes any markup, discounts or taxes) 
(all man days are calculated at $500 per day; i.e., Senior 
Engineer) 

Capital Outlay 

Distribution I/F 

H/W - Materials 
- Basic Merrory 
- Storage Controller 
- Console 

New Development 
- Sync Ports 
- Contingency OVerall 

(Private Distribution) 

S/W - Development 

$ C 
25 K 
15 K 

3 K 
43 K x 8 

30 MAN ffiYS (MD) 
100 MD 

H/W S/W 

350 K 

15 K 
50 K 

1 The inclusion of FEC is optional. The increase in 
loading due to FEe is dependent on the performance required. A 
20% increase in redundancy is justifiable but likely only 
necessary for the message traffic. 



- Basic 
- Private Dist (CMC) 
- Contingency Overall 

500 MD 
60 MD 

130 MD 

250 K 
30 K 
65 K 

2.2.5.1.2 DTE 

2.2.5.1.3 

2.2.5.1.4 

2.2.5.1.5 

2.2.5.1.6 

2.2.5.1.7 

H/W - Materials 
- Basic MelTOry 
- Storage Disk Controller 

Developnent 
- MODS Disk l/F 
- Contingency 

10 K 
8 K 

18 K x (72 + 6) = 1405 K 

150 MD 75 K 
50 MD 25 K 

S/W Developnent 
- Basic 275 MD 140 K 
- Contingency 100 MD 50 K 

Chart Encoders/Decoders 

- Encoders 
- Decoders 

25 K x ( 6 + 2) = 200 K 
8 K x (72 + 13 
+ 1) = 680 K 

US Exchange is cancelled by volume discount. 

Photo Encoders/Decoders H/W 

- Encoders 12 K x 6 = 75 K 
- Decoders 6 K x (72 + 6) = 470 K 

Network Control Centre (NCC) 

H/I~ 175 K 
S/W 600 MD 

Modems 5 K x (72 + 6) = 350 K 

9600/4800 BPS 

AES CPU I/Fs (Minimal S/W)l 

HP2100 l/F 

CMC l/F 
Climate I/F 

H/W (serial I/F) 
5K x 15 75 K 

S/I'I 100 MD 
S/W 150 MD 
S/W 150 MD 

A great deal of S/I~ overlap is anticipated. 

S/W 

300 K 

50 K 
75 K 
75 K 

200 Kl 



2.2.S.2 

2.2.S.2.1 

2.2.S.2.2 

2.2.S.2.3 

2.2.S.2.4 

2.2.S.3 

Hardware 

Operation 

Circuitry VF intercity circuits 
(includes maint.) 

Teletype circuits 
(includes maint.) 

Photo FAX circuits 
(backbone) 

Packet Network Usage 

Packet Network Access 
9600 BPS 

3S0/mth x 9 

A great deal of SjW overlap is anticipated. 

Packet Network Hot Lines 

Maintenance 

1% per rronth on H/H 400 K/Yr 

SOO K/Yr 

600 K/Yr 

100 K/Yr 

100 K/Yr 

40 K/yr 

S K/yr 

System maintenance in NCC manpower 

2.2.S.4 Implementation 

Description of events (SYR plan) 

Phase I - YR # 1 SPECIFICATICN AND TEST 

1. System Specification 
2. HiH Specification and System Design 

3. Implement Prototype Test Facilities for: 
Packet I/F to CMC 
Packet III" to AES HQ 
Packet I/F to an IP 
DI'E IIF to a UP 

4. Monitor Test Facilities and Revise Specs. 

Phase II YR # 2, 3 Reduce Switch Load; Rerrove National 
Paper Fax Network 

1. Install Packet IIF's to all IP's 
2. Install Regional Network for one regional 
3. Operate DIF at CMC as central switch 
4. Add NCC for oonfiguration. 



Phase III YR # 3, 4 Reduce collection system; Expand 
Regional network 

1. Install two more regions 
2. Remove present TTY and fax circuits of regions with new 

service 

Phase IV YR # 4, 5 Complete expansion 

1. Install final three regions 
2. Remove TTY and fax circuits 
3. Convert to distributed switch operation 
4. Remove CNCP swi tch. 

System Specification 

Man day requirements - for Phase I item 1. 

3 Am persons for 90 MD 
1 consultant for 90 MD 

- for Phase I item 4 

3 Am persons for 30 MD 
1 consultant for 30 MD 

Hardware and System Design Spec 

Manpower requirements: 

1 - Senior Engineer 
2 - Int. Engineers 
2 - AES persons 

90 MD (system) 

System Checkout and ATP 

90 MD Function H;W and S/I~ 
90 MD 

On oompletion of each phase the system will be checked out and 
an ATP run to show system operates within specifications. 

PH I Item 4 2 engineers 30 MD 
2 AES persons 30 MD 

PH II 3 engineers 30 MD 
3 AES persons 30 MD 

PH III 3 engineers 30 MD 
3 AES persons 30 MD 

PH IV 3 engineers 30 MD 
3 AES persons 30 MD 



2.2.5.5 staffing and Operations 

The scenario proposed is the NCC staff do all system S/W 
support and fault location. Once a fault is located one of the 
following groups are contacted: 

- Modem supplier; 

- Telco; or 

- H/W manufacturer. 

On site NCC staffing would re as follows: 

Team Persons 

Manager 

System Diagnostics and Support 

Implementation 

Planning 

Dispatch 

S/W Ievelopment 

Full shift 
(8 am - 4 pm) 

2 

4 

2 

3 

2 

3 

16 

Partial Shift 
(4 pm- 8 am) 

o 

3 

o 

o 

1 

o 

4 

The above persons are total, not additional to present staff. 

COST SUMMARY 

H/W 

4000 K 

2.2.5.6 

NON RECURRING $ C RECURRING $ C 

ADDITICNAL 
S/W INSTALL. OPR. MI\N OPR. COSTS MAINT. (H/W) 

1050 K 100 K 400 KjYR 1350 KjYR 400 KjYR 
& Expenses 

Site Preparation 

User & Collector Sites (155 
UP sites (72 
IP sites (6) 
MP sites (2) 

148 ) 
6) 

NEGLIBLE 



2.2.5.7 Site Installation (One Year Program) 

- Telco (72 6) x 30 $ 

DrE (72 6) xl MD 

IPs - Telco 8 x 100 $ 

Distribution IfF 6 x 3 MD 

- Distribution IfF 2 x 10 MD 
Subtotal 

40 K 

1 K 

10 K 

10 K 
1l'lJl\ 

Travel Expenses Living Expenses 
Airfares 

EXTRA 
EXTRA 

2.2.6 Benefits 

1. Integrated Corrununication System -

The proposed system is designed to handle all AES traffic.l 
It is a total communication system. The proposed system will 
provide communications for the broadcast traffic plus, data 
base access plus remote processing access. The costed system 
includes the interconnection of all AES, DND, and MOT computer 
resources! The system is llDst suited to other government 
agencies to provide cost sharing. 

2. Growth-

The proposed system easily handles the baseline plus immediate 
traffic2 requirements with about a 100% expendability, at 
no cost. Beyond this, the regional multi-drq:> voice grade 
circuits would require reconfiguration3 to increase the 
effeciency of use. 

1. In remote areas where terrestrial circuits are not 
available satellite is proposed. 

2. The provided traffic estimates are worse case and ball 
parked on the high side! 

3. Four wire duplex regional circuits could be converted to 
a simplex broadcast service plus a half-duplex point-point 
serv~ce. This arrangement permits llDre efficient use of the 
total channel. 



2.2.7 

3. Securi ty -

The access and reception of data is controllable. 

Alternately, Data Route and Info Data 19.2 KBPS services are 
becoming more widely available at UP sites at a L~asonable 
cost. 

4. Risk-

The terrestrial system incorporates a low risk development 
approach by the use of a Universal distribution IjF and the OrE 
H;W unit plus reusable layered S/W. 

The addition of a one-way satellite system for distribution of 
broadcast products is compatible and complementary to this 
system. 

5. Economy of Phase-In -

Due to the modularity of H/W and S/W, the DTE and DIF can be 
upgraded while installed in a stepwise fashion. 

6. Flexibility-

The basic system proposed is compatible to a hybrid system 
where all broadcast traffic is routed via CMC through a one-way 
satellite broadcast system. The terrestrial system strengths 
are in point-point communications, which is to become a major 
component of AES user traffict 

Comments on Present Problems and Future Traffic 

Present Problems - Message 

(i) Performance 

- Speed: 

- Selectivity and 
Request/Reply: 

- Priority 
Handling: 

- Quality Control: 

For estimated traffic the proposed 
system is 50% loaded durin:) peak 
periods, hence speed is not slow. 

All sites will have a selected 
amount of data available to it. 
This selection function is operated 
from the NCe. Additional data is 
obtained effeciently and quickly by 
a request command. 

System will not need priority 
handling at the message level. 

For links the system will monitor 
quality and maintenance will be 
envoked when quality falls below an 



acceptable standard. 

For operator input, the system 
permits a distributed quality 
control method at the regional 
weather centres. 

- Half Duplex operation: All links are full duplex. 

- Hierarchy: 

- POlled Multipdrop 
Circuits: 

- Reliability or 
Redundancy: 

- Control over 
switch: 

(ii) Adaptiveness 

There is a hierarchy of links to 
suit the hierarchy of users. 

This approach is acceptable to 
minimize complexity. 

System is distributed so no critical 
nodes exist. DIF's are modular with 
internal redundancy provided. DIF's 
and UfE are highly reliable. 

AES would have control. 

- Inflexible Interfaces: DIF's and DTE,s are modular and 
micro processor based. 

- Speed System regional speed is 9600 b/s 
with growth to 19.2 Kb/s. 

- II:M Speed Ports: Distributed system; has high speed 
ports. 

- System 
r~oni toring: 

Present Problems - Charts 

( i) Performance 

- Broadcast mode: 

- Analog: 

- POor request/reply: 

(ii) Adaptiveness 

NCC would be adequate. 

Multi sources are permitted to 
transmit to all or any number of 
sinks. 

Ib digital; but analog is available 

Request for additional or 
retransmissions is expedient. 



- National/Regional 
Structure: 

- Broadcast mode: 

Present Problems - Photos 

( i ) Performance 

- Broadcast Limited: 

- Analog 

- Request/Reply: 

Simultaneous transmission of 
regional and national charts are 
permitted. 

See performance. 

As present. 

As present, but could be modified to 
digital, for inter-region. Intra­
region is digital. 

Retransmission is permitted by 
request message. 

Present Problems - Off-Network 

( i) Performance 

- Reliance on radio: 

- Reliance on dial up: 

- Radio fax: 

(ii) Adaptiveness 

- Special purpose 
facilities: 

Future Traffic 

( i) Graphics 

Propose upgrade to two way OCP at I 
KBPS. 

As present. 

As present; or Marisat DCP or HF 
dig1tal. 

The DIF's and DTE's are suited to 
handle added functions. 

The proposed system is compatible to AES anticipated 
changes in graphics processing. A change Oler to the 
use of grid point data instead of charts is most 
advantageous. The introduction of graphics Olerlay 
products and the distribution of radar images are within 
tl1e capabilities of this candidate. 

(ii) Marine Transportation Support 

This is a special area not included in the terrestrial 
system capabilities. It is proposed that future 
services such as: 



(iii) 

- MOBSAT; 
- MARISAT; and 
- DIGITAL HF 

would be most suited and could be readily interfaced to the proposed candidate. 

Dissemination to Users: 

All AES, [ND and HIJJ' users will be interconnected, hence ensuring data dissemination will not be limited. 



2.3 

2.3.2 

2.3.2.1 

2.3.2.1.1 

SATELLITE OPTION 

System Operation 

General Outline 

The operation of a possible satellite communications system for 
the A.E.S. as outlined in this report is designed to take 
maximum advantage of the essentially "Hub" nature of their 
requirements, where raw data from all aver Canada is processed 
centrally and then re-distributed in an integrated format. 

In order to do this, a large number of low capacity channels 
have been allocated across the country to data gathering, that 
is, collecting all the SA's, SM's, etc. This raw data is 
relayed by the satellite to C.M.C. where it is collated and 
re-transmitted on a single higher capacity channel for general 
Canadian distribution, along with other data such as that frcm 
N.W.S. 

The information is then processed at various centres and the 
weather charts, forecasts, warnings and other processed 
information are broadcast to the users of this data via the 
satellite. 

Thus, while many channels are used to gather data allowing for 
simplicity in both the small station message equipment (ASR 35' s 
for example) and the transmission equipment, the formatted and 
processed information is broadcast on only a few higher capacity 
channels to minimize the number of receivers needed at the 
usually more sophisticated offices that require this 
information. All this information is thus available everywhere, 
yielding great flexibility in the layout and organization of 
future re-organization of the A.E.S. system. 

A.E.S. Office Classification 

A hierarchial set of 'nodes' or 'offices' has been defined to 
describe the existing A.E.S. offices with the specific 
intention of avoiding the use of A.E.S. terminology (W04 etc.) 
which can give rise to some mis-interpretation and occasionally 
controversy. The classification is given in Appendix A. 

For the purposes of the all satellite option the nodes are 
numerically as follows: 

M.P. 
I.P. 's 

UP's 

STATION TYPE 

!b\vnsview & C.M.C. 
Regional Centres 
C.F.F.C. 's 
Gander/WIli tehouse 
Ice Central 

Users 
Collectors 

55 collectors are currently "Off Network" 

NO. 

2 

13 

72 
148 
155 



2.3.2.1.2 

2.3.2.1.3 

Earth Station Classification 

For the purposes of this report, there are four classes of 
Earth Stations needed to lTEet the system requirements for this 
network. The separate classes are basically defined by the 
data handling capacity of the station. This determines the 
number of carriers received and transmitted and this in turn 
determines the tra~smitter (HPA) power level required at ti1at 
Earth Station. A.s the traffic through any A.E.S. station is 
indirectly related to the station classification itself, a 
relationship is seen between tl1e class of Earth Station and the 
station classification. Thus, the ground stations required 
are: 

CMC & Downsview (M.P. 's) 
IP's 
U.P. 's 
Users & Collectors 

require a 
require a 
require a 
require a 

Class I 
Class II 
Class III 
Class IV 

Further details of the Earth stations can be fourrl in Section 
2.3.3 "Earth Station Equipment". 

SATELLITE EARTH STATIONS 

STATION APPROX. SERVICE 
TYPE NUMBER OF DATA CHARTS IMAGERY 

STATIONS TX RX TX RX TX RX 

CMC 2 X X X X X 

I.P. 13 X X X X X X 

O.P. 's 72 X X X X 

Users 148 X X 

Collectors 155 X X 

Available Satellites and Communication Frequencies 

Currently there are two Canadian owned satellites under devel­
opment and construction which could be considered as possible 
future carriers of the AES traffic, these being ANIK C and ANIK 
D. 



ANIK C is an advanced satellite using the "new" frequency ffinds 
at 12 and 14 GHz which offer a number of potential advantages 
over the usual 4/6 Glz ffind. ANIK D uses the conventional 4/6 
GHz band using 24 500 MHz transponders with orthogonal 
polarization •. 

ANIK C 

ANIK C is a spin stabilized satellite cperating in the 12/14 
GHz ffind. It will have 16 channels, each operating with a 
bandwidth of 54 MHz, with a design lifetirre of 10 years an:'! a 
minimum mission life of 8 years. It will have 4 spot beam 
antennas which will provide coverage for the southern half of 
Canada, including all the major urban oentres. The northern 
limit of reception an:'! transmission runs just south of the 60th 
parallel and the southern share of Hudson Bay. The southern 
limits of reception is just south of the CanadianjD.S.A. border 
and the Great Lakes. 

Figure 2.3.2.1.3-1 shows the transmit pattern of ANIK C. The 
"Spot Beam" nature of the Anik C earth coverage limits the 
usefulness of the satellite to AES's communication system in two 
ways: 

1. the coverage area does not extend far enough north to 
include all the the user's facilities; an:'! 

2. the fact that spot beams are used in the southern urban 
belt means that a "broadcast" mode of corrrnunication would 
involve the transmission of the same data on four separate 
carriers. 

The 12/14 GHz ffind carries both penalties and advantages. One 
area of concern in the past have been the increased attention of 
these frequencies during times of heavy precipi- tation and the 
use of higher frequency technology. ANIK B (launched December 
78) carried experimental transponders to in- vestigate these 
concerns and the difficulties have now been satisfactorily 
resolved. 

On the other hand, there are two definite advantages of the use 
of these frequencies, and these are, firstly, that normal 
terrestrial microwave li~s do not operate at these frequencies 
and consequently there is little or no interference to the 
satellite signals in major urban areas, and secondly, the 
higher frequencies result in smaller anntennas being required 
to rreet similar performance criteria to the lower frequency 
bands, leading to a cost saving in hardware and installation 
costs. It is also easier to make p:lrtable equipment using 
these frequencies as the equipment becomes both smaller and 
lighter. 



Anik C 12 GHz Transmit Pattern (EIRP) (Typical) 

Anik 0 4 GHz Transmit Patterns (EIRP) (Typical) 
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ANIK D 

ANIK D is a spin stabilized satellite cperating in the 4/6 Glz 
band I'l'ith 24 transponders of 36MHz bandwidth each. Orthogonal 
polarization techniques will be used to alloo frequency "re-use" 
making possible the cperation of two transponders in the same 
frequency band. It has a design life- tine of 10 years with a 
minimum mission life of 8 years. Its projected launch date will 
be 1982 by means of the NASA Space Transportation System 
(Shuttle) • 

As with the 12/14 GHz frequencies, the 4/6 Glz frequencies used 
by ANIK D have both positive and negative aspects to their use. 

One difficulty of working in this band is that it utilizes the 
sarre frequencies as terrestrial COIm\O!1 carriers links whidl are 
found in some concentration in all larger urban centres. This 
means that frequency coordination studies will have to be 
performed as a part of each earth station site selection in 
order to ensure an acceptable level of mutual interference 
between the earth station and terrestrial canmunication system. 
The characteristics of the AES satellite system proposed ten:l to 
indicate that instances of unacceptable interference will be 
infrequent. 

The dlaracteristics may be summarized as follows: 

1. LDw Earth Station Transmit Power 

The earth station transmit power is only of the order of 1 \-.'att 
per SCPC "regular" carrier (or 1/10 watt per mini-carrier). By 
earth station standards, this represents a 100 power level. 
(For example TV transmission typically requires 1500 watts). 
For this reason interference fram the eartil station into a 
terrestrial microwave system is unlikely to be a problem in a 
significant number of cases. 

2. Earth Station Receives Narrow Bandwidth 

SCPC systems are inherently narrCM band. In the AES system, the 
receiver bandwidth is 38 kHz for the "regular" carrier receivers 
and 8 kHz for the "mini" carriers. (This compares with band­
width of TV receivers in the order of 36MHz). This narrow band 
characteristic contributes to the "ruggedness" of SCPC (i.e., 
its lo\-.' sensitivity to interference to other sources) and lowers 
the likelihood of interference with the SCPC system fram 
terrestrial microwave systems. 

3. Flexibility of Frequency Plan 

As detailed in Appendix B, a satellite transponder allocated for 
SCPC has a large number of frequency "slots" (typically 800) 
which are in turn allocated to particular routes. SCPC channel 
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units are equipped with synthesized transmitters and receivers 
so that frequencies may be readily reset (by thumbwheel switches 
for example). The frequency agility (or flexibility) of the 
system frequencies makes it a comparatively simple matter to 
change the operating frequency of a p3.rticular channel in the 
event of interference with terrestrial microwave systems. 

In cases where technical difficulties do arise due to 
interference, it may be necessary to locate the earth station 
away from the user facility in order to reduce the interference 
to an acceptable level. In these cases a "backhaul" (i.e., a 
terrestrial communications link) between the earth station and 
the user facility would be necessary. 

On balance, Anik 0 is seen as a more suitable medium than Anik C 
for the AES communication system and has been used in the 
satellite system model described in this report. Figure 
2.3.2.1.3-1 shows the transmit pattern of Anik O. 

Transmission Channels 

The system proposed uses SCPC (Single Channel per Carrier) 
techniques. SCPC is described in Appendix B at the end of this 
report. 

The system is one in which a sin~le satellite transponder of 36 
MHz bandwidth can be divided typl.cally into 800 channels of 45 
kHz, each capable of supporting a data transmission rate of 9.6 
kbIX!' At the expense of increased earth station transmit power 
it l.S p:>ssible to "upgrade" the system to provide the capability 
of 56 kbps per 45 kHz frequency "slot" (see Appendix I). 

The system employs, in addition to the 9.6 kbps carriers, "mini­
carriers" (using lOdB less power) with the capability of 300 bps 
(see Appendix B). 

Anile 0, which is scheduled for launch in 1982, will have a total 
of 24 transponders. The SCPC carriers proposed for the AES 
communication system of the foreseeable future represent a small 
fraction of the capacity of one of those transponders. Details 
of the allocation of the data for these AES. channels are given 
in the next section, 2.3.2.1.5. 

The channel allocation itself is shown in Table 2.3.2.1.4-1 
where the information, divided by: 

message; 
batch & interactive; 
imagery; 
charts; 



is related to the various station classification as outlined 
above. 

As may te seen from Table 2.3.2.1.4-1, light "regular" carrier 
frequency slots (45kHz) have been allocated for "mini-carrier" 
operation. These 40 mini-carriers form 40 half-duplex circuits 
between CMC and all other stations. The circuits are shared for 
Users and Collectors with low data rate requirements, one 
circuit is allocated to a numter of stations and time shared. 
Stations with greater data rate requirements (IPs for example) 
have a dedicated mini-carrier circuit. The half-duplex nature 
of the mini carrier circuits is described in Appendix I which 
also describes the way in which they can be used to emUlate 
AES's present oommunication procedures. 

Table 2.3.2.1.4-1 shows that Satellite Channel Number I is used 
for message transmission from CMC to all stations except those 
with data receive requirements low enough to te satisfied wie1 a 
half-duplex mini channel circuit. 

As an example of the signal flow through the message 
communication system, we will consider the relay of data from a 
Collector to its Regional Centre (an IP). 

The half-duplex circuit from the Collector to CMC is shared \vith 
a nwnber of other Collectors and Users. The Collector being 
considered will transmit its data (at up to 300 b/s) only when 
polled by CMC, so that the sequence of events is: 

1. CMC polls collector (on half-duplex circuit); 

2. Collector transmits its data (on same circuit); 

3. CMC receives data (on same circuit); 

4. CMC multiplexes data onto its 9. 6kb/s broadcast data 
stream; 

5. CMC transmits its 9.6kb/s data (on Channel *1) Note: This 
is a continuous process; and 

6. Regional Centre (parent of the Collector teing considered), 
receiving the 9.6kb/s carrier, extracts data destined for 
that Regional Centre, including the data fran the 
Collector. 



SCPC Channel Allocation 
, , 

Channel Originating Receive 
i 

Number of Traffic , 
Number mini Station (s) Stations l 

Channels ! 

-i 
1 N/A Message CMC All stations I except low 

capacity I stations which 

use ~ini carrier I 
recel.vers. 

2, 27 N/A Interactive MPS, IPS 
I 

MPs, IPs i 
and Batch (TDM) I 

--
3 thru 6 N/A Imagery MPs, IPs MPs, IPs 

(Time shared) 

7 N/A Charts CMC MPs, IPs 
some UPs 

--------

8 thru 18 N/A Charts IPs UPs 
{ , , -

"I 
I 

19 thru 26 5 ea. 

I 
Message CMC, UPS I CNC, UPs, Users 

Users, I I i 

i Collectors i t , 
I ----.J 

Table 2.3.2.1.4-1 



2.3.2.1.5 Lines of Direct Communication 

Figures 2.3.2.1.5-2 through 6 illustrate the lines of direct or 
principal communication for AES data using the satellite 
system. 

Although the charts designate C.M.C. as being the main switching 
centre, this role could be either duplicated or transferred to 
any other station desired to better meet the A.E.S. 
requirements. 

All Canadian data is collected at C.M.C. directly from all the 
collection points. This data is then collated, and re-broadcast 
to all stations receiving the high-capacity message broadcast 
circuit, (Channell in Table 2.3.2.1.4-1). These stations will 
program their receivers to accept only that data that is 
required and reject the rest. For users requiring very small 
amounts of data and requiring cheap terminal equipment, messages 
can be formatted by the message switch and passed on via a lew 
speed channel as at present. 

Every centre that produces charts broadcasts these directly to 
all who need them. However, in order to reduce the number of 
receivers rrodems per station, it is proposed that the loP. 's 
receive all the C.M.C. and relayed N.W.S. traffic and then 
re-broadcast as required a mix of these and their awn charts on 
one channel to their region of interest. TWo channels will be 
time shared by all the regions in the initial scheme. 

Imagery 

Processed satellite photgraphs are transmitted by the station 
which processes them. There are 4 SCPC channels available for 
this. For these purposes there will be a trade-off decision as 
to whether each station should have its own transmitter and 
hence require all receiving stations to have 3 or 4 receivers, 
or whether to time share transmission channels. An input from 
A.E.S. would be reguired on this point. Time sharing of 
transmission channels is recommended and assumed. 

Interactive and Batch 

For A.E.S. purposes, Batch is assumed to mean the transfer of 
Grid Point Data from C.M.C. to a regional centre (or I.P.). This 
is a one way straight data transfer as shown in the diagram. 
"Interactive" is relIDte data access and is transmitted along the 
"Message" paths as shown. 



Figure 2.3.2.1.4-2 - Message Communication 
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2.3.2.1.6 Circuit & Office Throughput Analysis 

All traffic used for these calculations is taken from Appendix 
A. 

Table 2.3.2.1.5-1 (1-4) - Throughput Volumes for Each Type of 
Node 

These tables list the received and transmitted traffic for each 
class of node. They give the following information - referring 
to individual stations of that type. 

CHANNEL 

L 

5 min. 
pk. VOL. 
kch 

1 hr. avo 
vol. kch 

Delivery 

Peak 

The satellite channel (see Table 2.3.2.1.4-1) on 
which the information is carried. 

The average length of a message, in bytes, or 
characters. 

The peak 5 minute wlume of data expected to be 
transmitted as received at/from the node, 

measured in kilobytes/characters. 

The normal average traffic measured over any 
one hour, in kilobytes/characters. 

This is the time allowed for delivery of a 
message after its issue, and is with respect to 
transmission only. 

Where given, this is the normal time that a Time 
scheduled message will be formatted for 
transmission and relates to scheduled traffic 
only. 

Charts & Imagery: These are not described in the above terms, 
arid the data 1S self-explanatory. 

Table 2.3.2.1.5-2 - Station Transmission Requirements 

These tables list total traffic parameters collectively for the 
A.E.S. station types. The colUl11Il..'l are as follows: 

No. 

pk. vol. 
kchs/5 min. 

The nwnber of stations allocated to that 
particular class for the purposes of this study. 
(See Section 2.3.2.1.1, rmnsview included as an 
1. P. for these tables). 

This is the peak 5 minute volwne of traffic 
transmitted from any group of stations. 

Note that this refers to the peak loading 
and is not a surrmation of the 5 minute wlumes 



Bit Rate 

No. of Chans. 

unless they ooincicle in transmission times. 

This is the allocated channel bit rate - see 
Section 2.3.2.1.4. 

This gives the total number of channels made 
available to the group of stations e.g. 11 
channels at 110 bls service all the 155 
Collectors giving approximately 14 stations per 
channel. 

Chan. pk. This is the channel 'loading factor' while it 
utilization is carrying the 5 minute peak transmission. 

kCHs!hr.av. This is the average traffic load generated by 
the complete group of stations over any one 
hour. 

In the case of the LP. 's and the U.P. 's the term "mini" refers 
to a 110 or 300 bls channel and "full" refers to a 9.6 kb/s 
SCPC channel. 

Only Satellite Channel traffic is given. 

Table 2.3.2.1.5-3 - Transmit Channel Allocation 

These tables give the traffic details for each of the satellite 
SCPC channels. The channels themselves are as allocated in 
Section 2.3.2.1.4. 

The following statistics are given: 

Traffic Type of A.E.S. traffic to be carried on the 
channel. 

5 min. pk. kCH. The channelS minute peak loading in kilo 
characters. In the case of the full SCPC 
channels divided up into 5 mini channels, the 
loadirr] of each mini channel is also given. 

1 hr. A.V (kCH) 

Bit Rate 

Average 
Utilization 

pk Utilization 

As above, but for one hour average loading. 

Channel bit rates used. 

Average utilization of channel as a percentage 
of maximum capacity. 

Peak channel utilization as a percentage of 
maximrnn channel capacity. 

Note: For the calculation of the statistics used in these 
tables one character was taken to be 11 bits of information. In 



reality tile final number will vary slightly from tilis dependant 
on tile code used and on tile tY[.e of forwarn error correction 
used for tile transmission. This is likely to be a 3/4 code. 
(See Section 2.3.2.4.4). 

Channel Capacities 

Mini Channels - Most of tilese channels were originally intend­
ed to q:Jerate at 110 b/s. However, revised traffic estinates 
(see "System Selection Phase Report) shows a requirement to 
operate tilese channels at 300 b/s. This is easily accomodated. 

The current figures also assume tilat all SA's and SM's etc. 
must be collected within 5 minutes of tile hour. A relaxation 
of this number to 10 minutes in conjunction with tile 300 bls 
option give an immediate effective capacity increase of 4 times. 
(Note that this is related to tile peak traffic loading. The 
average loading is so low tilat no consideration of increases 
need be made at tilis time). 

SCPC Channels using full Bandwidth - In orner to reduce tile 
transmitters power requirements, and thus keep costs of station 
hardware to a minimum, tilese channels are intended to be 
operated at 9.6 kb/s. However, should future traffic patterns 
demand, tiley may be increased to a naximum of 56 kbls (see 
Appendix B, 2.3-1), giving a 5 fold traffic capacity increase. 
Due to a low overall channel utilization at 9.6 kb/s, it is not 
anticipated that tilis will become necessary in tile foreseeable 
future. If it did, some further changes would become necessary 
involving the Switch Software and some of the Station harnware 
in receivers. This could be foreseen and planned for well in 
advano= of tile requirement, but the potential is there fran tile 
start, built into the system. 

Table 2.3.2.1.5-4 - Channel Utilization Cos ted System 

This table gives tile average channel utilization for botil 
transmission and reception of required data on tile proposed 
Satellite circuits. In particular; Interactive and Batch is a 
new service for which two channels of 56 kb/s capacity llBy be 
allocated to tile traffic. Initially tile channels will be run at 
9.6 b/s. No detailed analysis has been done as tile available 
capacity far exceeds the expected traffic levels. 

Satellite Imagery was adjusted to give 10% capacity over tile 
maximum number of photos expected in the immediate requirements. 
More channels can be added if and when neccessary to cover 
future expansion. Numbers reflect analogue transmission, 
equivilant to about l3kb/s, uncompressed data. Average utiliz­
ation gives channel utilization where given traffic is applied 
to an hourly cycle. (As tilis is not always tile case, for 
example witil forecast traffic, tile figures represent a "worst 
case") • 



The Peak Period figure is derived by assuming, theoretic- ally, 
that all traffic is available for transmission at the beginning 
of any hourly period and is then transmitted at the full channel 
capacity. The period of tilll2 it would thus take to transmit OlE 
the hourly traffic is given. This, subtracted from 60, 
therefore gives the spare tilll2 available on the channel in any 
hour at the given transfer rate of information (Bit rate). 



Throughput Volumes 
Per Site 

MAJOR PROCESSOR (C.M.C.) 

Information Channel 

Transmit 

Fest 1 &/or 2 

Batch 2 

Admin 

Interactive 

charts 7 

Received 

Observations minis. 

Fests (LP. 's) mini or 2 

N.W.S. Terrestial 

Charts 

Imagery 3 ... 6 

L 
5 min. pk. 1 hr. avo Delivery Peak 
Vol. kch. Vol. kch. Time 

1400 25.0 30.0 30 

1800 32.5 55.0 

Undefined 
Compressor 

17" peak 270 ins./hour - 13 kb/s 2.6 kb/s -

average 180 ins./hour = 8.75 kb/s 1. 75 kb/s 

88 56.7 70.0 H ... 05 

385 77.8 86.4 

500 64.0 240.0 

From Edmonton 23/day 

Halifax 3/day 

S.D.L. 94/day_ 

Table 2.3.2.1.5-1 (1) 



Throughput Volumes 
Per Site 

INTERMEDIATE PROCESSORS 

Information Channel 

Transmit 

Fest (Reg.) Mini or 2 

Admin. Mini or 2 

Interactive 2 

Charts Current Hax. 

L 
5 min. pk. 1 hr. Av. 
Vol. kch. Vol. Kch. 

385 7.2 8.0 

7.0 12.6 per 

208 minutes = 520 inches 

Data E'Luivilent 3 • 28 l1Bytes /I:lr • 

Channel 8/9 656.3 kBytes/hr. 

Imagery 

Receive 

Observations lor 2 88 45.3 56.0 

Fest (Reg. ) lor 2 385 43.2 48.0 

Fest (C .H.C) lor 2 1400 12.5 15.0 

N.W.S. lor 2 500 40.0 150.0 

Interactive 2 5(0.1) * 5(0.6)* 

Batch 2 1800 32.5 4.6 

Charts 8 thru 18 

Imagery 

*5 = No. of interactive sites: 

Table 2.3.2.1.5-1 (2) 

Delivery Peak 
Time 

user site 

uncompressed 

4 + 15 



Throughput Volumes Per Site 

USER PROCESSORS 

Information 
5 min. pk. 1 hr. Av. Delivery Peak Channel L Vol. kch kch Time (mini) 

Transmit 

Obs. (mini) 88 0.1 0.071 5 H ~ 05 
-" 

Interactive mini 0.1 0.6 

Admin. 

Receive 

Observat. 1 88 29 35 H + 15 

Fes t. (Reg.) 1 385 43.2 48 

Fest. (Nat.) 1 1400 11.5 15 

N.W.S. 1 500 48 80 

Interactive 2 ? 7.0 12.6 

Charts 8 thru 18 

Radar 

Table 2.3.2.1.5-1 (3) 



THROUGHPUT VOLUMES FOR EACH TYPE OF NODE 

Collectors (Each) L Vol. (Max.) (Ch. ) Time Del. 

One Channel 
( Px 

88 100 10 minutes ( -
(mini) ( Tx 88 100 10 minutes H .j. 5 rnins~ 

Users 

Channel 5 min. 1 hr. 
L pk. vol. (kch) kch avo vol. Delivery Time 

Transmit 

Observations (mini) 88 0.1 0.071 - 5 rnins. H .j. 05 

= 5 mins. Specials 

Receive 

Observations 1 88 8.5* 10.5 H + 15 

Fest. 1 385 21.6 24.0 (?) 

N.W.S. 1 500 48.0 180 (?) 

Table 2.3.2.1.5-1 (4) 

*15% of Max. National Traffic (per site) 



TRANSMISS.~,' REQUIREHENTS (HESSAGE) 

STATlO~ TYPE NO. Pk. Vol. bit rate Chan Pk No. CRANS. kCH./Hour 
kCH/5 min. Utilization average 

(over 5 mins.) (total) 

COLLECTOR 155 15.5 110 50% ll(m) 24.8 

USERS jt- 118 11.8 110 50% SCm) 22.4 

U.P.'S"'" 102 10.2 110 50% 7(m) 19.0 

1. P. 's (mini) 14 100.8 300 b/s 14(n) 112 
Interactive full 14 9.6 kb/s 1 

General HP (C.H.C.) full 1 25 9.6 kb/s 9.6% 1 30 
Interactive full 1 1 

N.H.S. (for relay) 1 SO 9.6 kb/s 1 300 

, 

m = mini channel (5 to one SCPC Channel) 

.. Total SCPC channels for (minis) = 8 at 5 minis/SCPC Channel 

:Ie- l-iG-w "'~AT,"N ALLC>~"T'o" (,IUr:.5 <.Jj>' ~ ; 72., U.t;i1 ~ ~ I4-H • 

Table 2.3.2.1.5-2 



TRANSMIT C._,NNEL ALLOCATION 

C.M.C. acts as Communications "hub", volumes and channels are defined in chart ( ) for all other offices. 

CHANNEL TRAFFIC 5 min. pk 1 hy. aver. Bit Average Peak 
NO. kCH kCH Rate Utilization % Utilization % 

1 General Msg. 100.8 492.2 9.6 K 15.8% 38.5% 

0 Interactive " & Batch 

3 Satellite Channel Allocation and Loading to be Assigned. 
>-. 

£~Ii r"ll> ~ti. 2,.).,.1.';; -I.f-... 4 Imagery from <lJ 
bI} 

'" s 5 l.P.s H 

6 

tr. 7 C.H.C. charts Distribution data not yet available. 
'"' ... 
" 8 tnru Regional Charts .c ~ 1".e r A~(F. a·'·l.I.5-'f u 

1J Regional Charts 

19 100.8 Total 11. 2 Total 300 8.2% 88% 
8.0 each 

20 I.P. Comms. 7.2 each 

21 

2? V.P. Comms. 10.2 Total 19.0 Total 110 7.5% 50% 
1.5 each 2.7 each 

(J] 23 User Comms. 11.8 Total 22.4 Total 110 7.8% 50% 
M 1. 5 each 2.8 each '" ~ 2~ ;; _ . 

.c 
u 2 :. Collector 15.5 Total 24.8 Total 110 6.<\% 50% 
-M 

1.4 each 2.3 each " 
I 

'''< 26 Comms. ::;: 

. 
J>j.,rr. : r-.. l>. UP'" Us ..... s ~ CoL.l<'«Td~5 I ti~"''''$M''''O'' Mal.>'''-'''''ilM'5 "'''"'' firrL€ G,Vf;Jl./ IN -rHJS r~Jtr: 

Table 2.3.2.1.5-3 Thl,l G. 'l.:~. 'l.. I. S - It- ,".i( ... Lu~es ~~l:S:s. ~6e ~1~"iG.aIJT~O/.." 
To TlfGS6 .s,rlS..' 



CHANNEL UTILIZATION COSTED SYSTEM 

CHANNEL TRAFFIC TYPE/ 1 hr. Av. TRANSMISSION 
NO. SOURCE kch BIT RATE 

1 General Message 492 9.6 kb/s 

2/27 Interactive & 9.6 kb/s 
Batch full duplex 

33 Satellite Max. No. of 10 mins. /photo 
· Photos · · 
6. Imagery Summer 

"7 C CMC 15 hrs. 11 total Tx For analogue, 
8 thr H as at present 

18 A 
R Regions 17 hrs. 21 total Tx 241 secs. linch T 
S , 

19 
* UP's 600 ch.jhr./station 300 b/s · · Tx obs/ · · · · · * Collectors obs Tx 5.6 · · f<st" 26 * Users Rx 47.6 300 his NWS 

------ --_.- -- ---

*NOTES UP's. (1) All UP's (72) on one circuit - transmit only 

(2) At 9.4 stations/circuit - transmit only. 
(as Collectors & users) 

(3) 9.4 stations per circuit for collectors & users. 

AVERAGE PEAK 
UTILIZATION PERIOD 

16.2% 9~ mins. 

Max. 90% 54 mins. 

Av. 78% 47 mins. 

63% per day Equi v. per hour 
37 mins 58 secs 

36% per day 21 mins. 36 Sesc 

(1) 44% (1) 26 mins. 40 
(2) 4.7% (2) 2 mins. 49 

- 1. 7% ... 1 min. 

44% 26 mins. 10 

(4) Up to 5 channels are available (from UP's) as spacer to be used where required (or one full 
SCPC channel) • 



2.3.2.2 

2.3.2.2.1 

2.3.2.2.2 

Charts 

All CMC charts are transmitted Channel 7 using the existing 
analogue transmission format. As this mannel's use is 
exclusively for C.M.C., there will be sufficient capacity to 
handle the required 10%-15% increase required (see also Section 
2.3.2.1.6). 

Imagery 

C.M.C. will have the corrmunications capacity to receive all the 
Imagery mannels, that is, each of the national dlannels (4) 
will have a receiver/demodulator unit. 

Network Operation 

This section outlines the operation of the network from the 
various classes of station. It will relate to the transfer of 
messages only. Equipment, data base requirements and 
intelligence are described elsewhere. 

Collectors and D.C.P. 's 

As these include roth manned and unmanned (autostation) stations 
a variety of conrnand, control and administrative rressages may be 
received. These may be either machine generated or directly 
sent rressages. ("person generated") 

'l'hese stations will format their data according to schedule (as 
at present) and enter it into the send equiprrent (ASR35, 
Infornode 200, etc.) from where it will be polled by the central 
switch. 

Users 

These offices require greater ~nounts of received data to that 
of the collectors, principally concerning local weather data and 
forecasts. 

Transmission of Data 

This will take place in the same way as for all the collectors. 
Data will be transmitted on request (polling) and should be 
transmitted in a 'non-destructive' readout. That is, the data 
should be retained in the sender (or re-entered) so that it may 
be repeated if Quality Control determines an irregularity in the 
received rressage. 

Reception Requirements 

The Satellite System proposed is capable of providing three 
alternative ways of satisfying Users' data requirements. The 



2.3.2.2.3 

method (a) telow satisfies the requirements of Users with low 
data rate requirements. Methods (b) an:] (c) may te used for 
Users with data rate requirements exceeding 300b/s. 

(a) Receive on 300 b/s Circuits 

This ltKJuld allow the Users to continue to cperate as at 
present, with no porceived changes in the system, with the 
exception of a reduction of unwanted traffic. Messages of 
the required data ltKJuld te formatted at the central 
switching facility relay, as at present. 

(b) Receive on 9.6 kb/s Channel Dumb Terminal 

All data transmitted on the high capacity channel would be 
received on a dumb terminal and required items manually 
selected for hard co~ printout. This would require some 
careful organization on tehalf of the A.E.S. For example: 
All messages received between H 06 and H 07 will be 
printed out at stations A-D. Hence the correct rressages 
must te arranged to te carried at these times. Special 
formatting requests to the switch ltKJuld te required. 

(c) Receive on 9.6 kb/s Channel - Smart Terminals 

All data transmitted on the high capacity channel will be 
received selectively by an intelligent terminal, the 
required data being recognized by header information. No 
special formatting will te required and each station can 
operate more or less independantly of the network. This 
method is recommended. 

User Processors 

Transmission Requirements 

User Processors transmit messages and data only. These will te 
transmitted in the same way as for the Collectors and Users. 
Low capacity 300 b/s circuits will te used to carry this data, 
and this will te interfaced directly with the central switch 
(CMC). However, as some of these stations may require a fast 
turnaround message request/reply serice (" interactive") so that 
the polling rate for these channels will te higher than for the 
Collectors and Users. 

Receiver Requirements 

These stations require reception of both message and charts 1n 
all the offices. 



Charts 

It will te p:>ssible to receive charts from two souroes, that is 
from CMC directly and from Intermediate Prooessors. 

(a) C.M.C. 

All CMC and NWS charts will te broadcast across Canada on 
Channel 7 and any office that desires to may operate a 
receiver for this frequency. The chart recorder may be 
interconnected directly to the modem output and there will 
te no perceived changes in the operation fran the point of 
view of the station. 

(b) IP's 

For the proposed 'modus operandum', the IP's will receive 
all the CMC and NWS charts transmitted. They will then 
select a sub-set of these for relay to their own region 
and add these to locally produced charts thus the UP may 
operate on one channel only, receiving a sub-set of the 
whole, organized for his purposes by arrangement with the 
IP. 

The UP's could alternatively operate two chart recorders 
and receive all CMC and IP traffic. 

Message Reception 

All U.P. 's will meet their data requirements by accessing the 
high capacity (9.6 k/s) channell. 

Intelligent terminals will te used to select the messages 
required and to dump unwanted information. (This information 
will still te available on request fran the system data base). 

For request/reply, ("interactive"), data access there can te 
three, interrelated, modes of operation. 

(a) IDeal Data Base 

As all raw data and processed information is transmitted 
on the general message channel, No.1, virtually all 
possible required information passes through each User 
Processor during the course of the day. Including the 
NlvS traffic, this is of the order of 12 Mbytes/day. 
Excluding the NWS traffic, about 5 kbytes, which is an 
average traffic density of less than 200 Kbytes per hour. 

Thus various levels of local data base may te designed, 
each 'increased' level reducing the request/reply 
requirements of the communications system. 



2.3.2.2.4 

A "best-mix" of these should be designed at a later stage 
in the progranune. The corrmunications system is not 
dependent on the choice of sub-system and, in fact, 
changes can, and will be expected, to be made over the 
next decade along with changing A.E.S. requirements. 

(b) System Data Base Access via 300 bls Channels 

The 1= speed 300 bls circuits may be used for both 
request and reply. 

With no local data base, this may result in unacceptably 
long delays. With a limited local data base, the traffic 
can be reduced to a level consistent with acceptable 
turnaround times. 

(c) System Data Base Access via 300/9600 bls Channels 

This is the costed system of operation. The request would 
be sent out on the low capacity line, and the reply 
received via the 9.6 kb/s general message channel. 

(d) Best Mix 

A best mix of the above might optimize the system. 

Other Requirements 

Other possible 'immediate' but not implemented requirements for 
U.P.'s are discussed in Section 2.3.8. Existing Radar 
arrangements are expected to remain temporarily untouched. This 
is discussed in section 2.3.8.2. 

The U.P. 's on an individual basis for special cases, may be 
incorporated into the 'Interactive Net' as discussed in the next 
section for Intermediate Processors. 

Intermediate Processors 

The Intermediate Processor is involved with all three types of 
transmission: Messages, Charts and Imagery. 

Messages 

Interchange of message information between IP' s and the network 
may happen in one of two ways. 

The first method described is the method casted for this stage 
of the study, and results in a relatively high degree of 
autonomy for the IP's. 

The second will involve using a packet switching routine to 



allow all the IP and MP corrmunication processors to te inter­
connected. Digital Equipment Corp. (DEC) produces a software 
package for such a system under the tradename DECnet. This 
network would generate a highly flexible integrated network for 
a minimal software outlay. 

(a) Method I 

All IP's will transmit their data an::l messages via OlC (or 
the Network Switch if located elsewhere) via 300 b/s 
channels, one per IP, where they are routed to their 
destination, and processed as required. Return 
infonuation is carried via channel 1 or 2. 

(b) Method II 

All the IP's and MP's have their communication processors 
linked by means of a packet switched system controlled by 
a DECnet (or equivalent) software package. This operates 
in a duplex node at 9.6 kb/s on channel 2. This channel 
may be upgraded if necessary to handle up to 56 kb/s (see 
Appendix B). 

Charts 

Intenuediate Processors will receive charts on channel 7 
transmitted by C.M.C. and will transmit regional charts on 
channels 8 through 18. There are two proposed means of 
operating this system for discussion. The first method has teen 
cOsted. 

(a) The IP's will gather all information disseminated from 
CMC and relay the relevant charts along with their own to 
the UP's. Preliminary figures show that this will cperate 
satisfactorily, but a deeper analysis will te needed to 
allow detailed system design and appropriate schedules to 
te proposed. 

(b) The IP's will transmit their CMrl charts only on the 
allocated channels and tile UP's will receive CMC charts on 
the separate channel. 

These channels are sufficient to handle the existing traffic 
requirements of the A.E.S. as given in the traffic details 
without any increase of cperating speed. If increased traffic 
densities are required in the future, or if it is required to 
minimiZe space segment costs, more efficient methods rray te used 
to carry the data. These include: 

(a) digitizing tile data (which yields a 5:1 data compression) 
and transmitting the compressed data on a 9.6 kb/s data 
carrier; 
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(b) as (a) except using a 56 kb/s data carrier. 

Satellite Imagery 

Four SCPC channels will be allocated to carry the satellite 
imagery from the processing stations. The signals will be 
broadcast in analogue format as at present and the receiving 
stations will not perceive any change in the system from present 
operations i.e. the existing facsimile machines, or 
replacements, will be able to interface directly with the 
channel via an RS232 plug or equivalent. Some channel time 
sharing will be necessary. For example, Halifax does not need a 
channel for very long for an average of 3 photos a day. Time 
sharing details will be determined during the system design and 
allowance for th is (time-sharing) has been made in the sys tern 
costing. 

Batch 

Batch, as grid p:>int data from C.M.C., will be received via 
channel 2 at 9.6kb/s. The tables in Section 2.3.2.1.5 give 
the channel loading for this. 

Major Processors 

There are two AES units that have been given the title of Major 
Processors. These are CMC and Downsview. 

(a) CMC 

For the purposes of this document and of this phase of the 
study, CMC will act as the Communications 'Hub' and 
switching centre for the proposed system. All equipment 
relating to this function will have built-in redundancy to 
avoid any catastrophic system failure between the moderns 
and the antenna. (See Section 2.3.2.4). 

Fram there, it should be regarded as a system trade-off 
decision as to whether there should be an on-site 
communications computer, operating in "hot" standby, or 
whether this should be handled remotely, for ex~nple at 
IDwnsview, to ensure the continuity of service. Costs of 
the Transmit/Receive equipment up to and including the 
modems are given, and these would be approximately 
mirrored in a duplicated system with space redundancy. 

Message Traffic 

Received Traffic. 

C.M.C. acts as the central message receiving hub for all 
the 110/300 b/s circuits on the AES system, that is, 



channels 19 to 26, a total of 40 channels. 

The Users, Collectors and User Processors operate on a 
'polling' basis, as at present. When any circuit is free, 
i.e. no transmission is being received, the circuit will 
be polled according to a schedule of station priority, 
calling for the next input. 

All the Intermediate Processors have a circuit apiece, and 
this can transmit directly. (Method I, Section 
2.3.2.2.4) . When using method II, where all the LP.' s 
and MP's are linked using a DECnet type system, the IP 
300 b/s circuits vanish as communications take place at 
higher (9.6 kb/s) speeds. This traffic would be handled 
on channel 2. 

Transmitted Traffic 

All the traffic is collated at the main switch and then 
transmitted on the high capacity general message channel, 
No.1. It is intended that eventually everyone requiring 
any message (alpha-numeric) data on the AES circuits will 
have the capability to extract the messages they want from 
this circuit. Until this happens, messages may be 
"bulletinized" as at present for distribution to those 
'Users' not accessing the general message channel. 

Special formatted traffic such as Batch and Grid Point 
data will be transmitted on channel 2 according to 
schedule. 

All special traffic destined for Collectors will be 
transmitted on the appropriate 'mini' channel. 

(b) Cownsview 

There are two perceived possible operational modes for 
Cownsview. The first is that it operates principally as 
an Intermediate Processor, with the exceptions as shown 
below, and the second is that it has the same 
transmission/reception capability as CMC in order to act 
as a 'back-up' station for times in which, avoidably or 
unavoidably, CMC is "off the air". 

Although Cownsview acts as an I.P. in many respects, it 
has supplementary functions that increase its 
communication requirements. The principal extra functions 
are as follows: 
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Archives 

It: order to aquire data for the archives a very much 
h~gher percentage of the daily traffic must be retained 
and processed, thus requiring greater memory allocation 
for the F.E.P., or alternatively, a separate memory store 
and processor for the archiving department which could 
have a direct tap onto the general message channel output 
from the receive modem - Channell. 

Quality Control 

In order to operate its Quality Control facility, 
lbwnsview needs rapid access to all hourly and synoptic 
data. This may be simply achieved in two ways: 

arranging the scheduled re-transmission of this data 
from CMC on channel I to meet the time constraints of 
the Q.C. department; 

having the capacity to receive the raw data as it ill 
relayed from the satellite. 

If lbwnsview has a full duplicate, (to (MC), communica­
tions capacity, then this second possibility will be 
automatically available. 

Training Branch 

This AES department has need of a variety of information 
in order to carry out its function. In the current 
communications arrangement, or any similar system, there 
is limited access to the required data. However, in the 
proposed satellite communications system all the network 
data including regional charts is broadcast, and hence 
available everywhere. In addition for an IP operating on 
the interactive channel 2, the whole system data base is 
available. Thus Training Branch could operate in any 
desired way. The requisite data storage and 
communications facilities can be made available. 

Mobile Users 

The use of a satellite to handle network communications allows 
the use of lIDbile stations using standard network equipment and 
procedures. Mobile stations can be divided into two groups, 
these being "Fully Mobile" and "Deployable". 

Fully Mobile Stations 

Any platform sufficiently stable to allow the operation of a 
stabilized antenna platform can operate as part of the proposed 
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2.3.2.4.1 

2.3.2.4.2 

2.3.2.4.3 

network as long as they are wi thin the 'foot print' of the 
satellite. This includes shipping and aircraft. 

Deployable Stations 

The satellite based communications network allows standby, or 
and mobile, stations to be moved quickly into temporary 
positions in cases of emergency or for short term 'studies' of a 
particular area. These could be assembled in a lTBtter of 
hours when needed. They have not been costed in this proposal. 
Examples of use and location: 

oil drilling rigs in Arctic and North Atlantic; 
special intensive weather/climate studies in an area; 
flood or other major event monitoring. 

System Reliability 

Redundancy 

The Major Processors and the Intermediate Processors would have 
redundancy in the principal components for the Transmitter and 
Receiver - i.e. High Power Amplifier, Low Noise Amplifier, 
Upocnverter and Downconverter in the RF section. In the 
proposed system the individual channel equipment would not be 
redundant except where specially requested by AES. 

Although it has not been cos ted , it is proposed that 
consideration be given to having a second Ground Station with 
the capability to take over the communication functions of 
C.M.C. should the requirement arrive, e.g. at Downsview. 

User Processors, Users and Collectors would not have redundant 
equipment, unless specially requested. 

Maintenance and Repair 

The communications equipment would be modular in design allowing 
a quick change of modules in the event of failure. An alarm 
system would indicate channel failure as it occurs and in the 
case of a failure in the lTBin transmission chain of an MP or an 
IP, the redundant equipment would automatically be switched into 
the circuit. Computer and switching equipment would normally be 
maintained by a service contact/agreement with the suppliers. 

Storm & Disturbance Immunity 

The communications equipment would be designed to be immune to 
signal interference due to storms and atmospheric disturbances. 
However, at predictable periods, twice a year, sun outage will 
occur. Depending on the latitude of the ground station these 
will be approximately as follOWS: 



2.3.2.4.4 

2.3.3 

2.3.3.1 

2.3.3.2 

Approx. angle subtended by Sun at 5 cm. band 
!,alf power B;W of lOft Anl:enna at 5 ems 

'Ibtal 

As the Earth rotates through 1 degree in 4 minutes 
'Ibtal (maximum) time of Sun Outage - 15 minutes 

2.6 degrees 
1. 2 degrees 
3.8 degrees 

This represents a worst case outage. Outages occur twioe a 
year, one in the spring and in the fall, and las t for 
approximately 4-5 days for outages greater than one minute, and 
about 12-14 days in all. 

Quality Control and Error Control 

'Ihere are two aspects for consideration aril these are the 
control of Transmiss ion Errors and the A. E. S. control of the 
quality of data. 

The control of transmission errors l.n the transmission path is 
aided by the use of 'Codec' equipment giving Forward Error 
Control capability. For this system the transmission path 
errors should not exceed 1 in 10 to the seventh Or approxim­
ately one character error in a million. 

As far as AES Quality Control of data is concerned, in the 
satellite system all data "passes through" the system communica­
tion hub (at CMC). This provides a convenient centre for the 
AES control of data (including errors of input). 

Satellite Earth Stations 

Earth Station Characteristics 

Figure 2.3.3.3-1 shows a block diagr~n of the fully redundant 
earth stations which would te used at CMC and Downsview (Cl'ass 
I) or at IP sites (Class II). 

The earth station comprises five major sub-systems: 

Antenna; 
High Power Amplifier (EPA); 
Lew Noise Amplifier (WA); 
Ground Comnunications Equipment (GCE) (consisting of the 
up-and down-converters); 
Single Channel per Carrier (SCPC) Equipment. 

Antenna 

The antenna is a parabolic dish similar to those used throughout 
Canada and the U. S. for TV Rece i ve Onl y ~1d Two-way message 
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service. The antenna serves transmitter and receiver. The 
transmit and receive signals are orthogonally polarized and the 
feed system provides the necessary isolation. The team width is 
of the order of 1.2 degrees. Since the ANIK satellite station -
keeping is approximately 0.1 degrees, no automatic tracking is 
required. 

Antenna Specifications 

Diameter 

Gain 

Beamwidth 

Transmit (i.e. 6GHz) 
Receive (i.e. 4GHz) 

@ 3 db point 
@10 db point 

High Power Amplifier (HPA) 

10 feet 

44 
40.5 

1.2 degrees 
2.2 degrees 

db (approx) 
db (approx) 

The function of the HPA is to accept the output of the 
upconverter and amplify it to provide the necessary transmit 
power corresponding to the specified EIRP. 

At Class I stations the HPA is a 400 Watt Travelling Wave Tute 
('lWI'). At the IP's a 20 Watt TIn' is used. 

The TWI' is a microwave amplifier with a wide bandwidth (500 ~lHz 
typically). The wide bandwidth makes it suitable for satellite 
communications where the satellite total bandwidth is 500 MHz. 
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The BPA is complete with the necessary nonitoring equiprnent and 
a low level solid-state driver amplifier. 

HPA Specifications 

Power: 
400 Watts 

20 Watts 
Frequency Range 
Bandwidth 
Gain 

(Class I) 
(Class II) 
5.925 to 6.42 GBz 
500 MHz 
70 db, min. 

Low Noise Amplifier (UlA) 

Since satellite power is severely limited, the down link carrier 
level is very low. For this reason it is important that the 
receiver front end amplifier be as "quiet" as practicable in 
order not to corrupt the received carriers. The 
state-of-the-art for GaAsFEr amplifiers is a noise temperature 
of 80 degrees Kelvin. Noise temperature lower than this 
requires parametric amplifiers which are much nore expensive to 
buy and maintain than FErS. The LNA subsystem consists of a 
redundant pair of FET amplifiers with autonnatic switching in the 
event of failure. 

UlA Specifications 

Frequency Range 
Bandwidth 
Gain 
Noise Temperature 

3.7 to 4.2 Glz 
500 MHz 

60 db 
80 Kelvin 

Ground Communications Equipment (GCE) 

The GCE comprises the equipment which forms a link between the 
SCPC subsystem and the BPA and LNA. The transmit output of the 
SCPC subsystem at 7011Hz is mixed up to the 6GHz transmit band l:1y 
the upconverter. The output filter in the upconverter is 40 MHz 
wide (enough for one satellite transponder). There are 
redundant upconverters, each feeding one of the redundant I-JPAs. 

For SCPC transmission where the carrier spacing is very close 
(for example 45 kHz for SCPC carriers or 45 kHz for 5 "mini­
carriers") it is important to hold a very high frequency 
stability for the transmit carrier. The local CEciUator 
stabilibj is therefore required to be about 1 part in 10 to the 
ninth. . 

The downconverters accept the output of the LNA at 4GHz and 
convert it to 70MHz which is then fed to the SCPC equipment. The 
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image reject-filter at the downconverter input is 40 MHz 

The pilot receiver receives a pilot tone fvan the satellite, 
compares it with a locally generated reference signal and uses 
the resulting error signal to control the downconverter local 
oscillator frequency. In this way frequency error originating 
in the satellite and downconverter is eliminated. 

GeE Specifications 

Upconverter 

Input Frequency 
Bandwidth 
Output Frequency 
Instantaneous bandwidth 
Input level 
Output level 
Frequency Stability 

lbwnconverter 

Input Frequency 
Instantaneous bandwidth 
Output Frequency 
Bandwidth 
Input level 
Output level 

70 MHz 
50 to 90 MHz 
5.925 to 6.425 GHz 
40 MHz 

-30 dBm per carrier 
-20 dIJm fer carrier 

1 part in 10 to the ninth 

3.7 to 4.2 Glz 
40 MHz 
70 MHz 
50 to 90 MHz 

-60 dBm per carrier 
-20 dBm fer carrier 

Single Channel Per Carrier (SCPC) Equipment 

The function of the SCPC equipment is, on the transmit side, to 
accept the data input and produce an intermediate frequency (IF) 
carrier modulated by that data. On the receive side the SCPC 
receiver accepts a modulated carrier and demodulates it tn 
provide the data output. 

The subsystem consists of a number of channel units. The 
carrier output of these channel units is combined am fed to 
the upconverter. Similarly the output of the downconverter is 
split on a pcMer basis before being fed to the SCPC channel 
units. 

Several alternatives exist for the modulation techniques to be 
used. These fall witll two broad categories: 

(a) FM (analog) 
(b) PSK or FSK (digital) 



The advantages of analog FM technique are as follows: 

cost/cheaper than digital 

less complex than digital 

requires less RF jJCMer (i. e. more carriers can be 
accommodated per satellite transponder) 

The disadvantages are: 

bit rate per carrier is less than with digital 
(9.6 kb/s versus 56 kb/s) 

requires external data modem. 

On balance at this time the FM technique appears to be the best 
method for this system. 

Further detail of sepc, both analog Fr1 and digital are given in 
Appendix B. 

SCPC Specifications 

Type 
Carrier Spacing 
Bit rate 
Bit error rate 
Carrier to Noise Density 

Analog FM 
45kHz (8 kHz for mini-carriers) 
9.6 kb/s 

1 in 10 to the sixth 
-173.6 dBW/,~ for regular channels 
-183.6 dBW/I< for mini carriers. 
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Proposed Earth Station Equipment & Costs 

Satellite Earth Stations 

STATICN APPROX. NUMBER SERVICE 
TYPE OF STATIONS DATA CHARTS I1VJAGERY 

TX RX TX RX TX RX 

GIC, IOwnsview 2 X X X X X X 

IP's 13 X X X X X X 

UP's 72 X X X X 

Users 148 X X 

Collector 155 X X 

Satellite SCPC Parameters 

The calculation parameters for tl1e satellite system are give 
below, for: 

full SCPC channels; 
SCPC sub-channels with 5 mini-carriers per SCPC standard 
channel. 

SCPC Carriers 

(EIRP) 
uplink 

(CIT) 
Total 

"Mini-carriers" 

(EIRP) 
uplink 

(CIT) 
'Iotal 

48 dBW 

-173.6 dBW/K, or 55 dbHz (C/No) 

38 dBW 

-183.6 dBW/K, or 45 dbHz (C/No) 

The figures show that the C/No required to deliver a Bit Error 
Rate (BER) of 1 in 10 to the [XlWer 6 is achieved for the end-to­
end link. The sources of noise include the up-path thermal, the 
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downpath thermal, and satellite intermodulation. See Appendix B 
for the details of the SCPC performance for different value of 
C/NO. 

Station Hardware/Costs 

This section describes the principal hardware needed for the 
various "levels" of earth stations to IlEet the requirements. 
For the purposes of this presentation, CMC is deemed to be the 
switching, or control, oentre of the network. 

In reality, this could be placed wherever the AES required it. 
This \\QuId be a further design input. An estimated cost is 
assigned to each type of earth station, and it should be 
emphasized that this is only a "rough order of magnitude" 
estimate. A formal costing has not been attempted. 

(a) CMC 

Antenna diameter: 10 ft. 
mA Noise tennperature: 80K 
G/T: 19 dB/K 

Equipment: 

Redundant 400 Watt 'IWI' RPAs 
Redundant Upconverters 
Redundant Downconverters 
SCPC Equipment 

SCPC Carrier transmitter qty 4 
SCPC Carrier receiver qty 5 
SCPC Mini-carrier Transceiver qty 40 

Facsimile Equipment 
Rectifier and Battery 
Cost: Approx. $0.5 million 

(b) Ipls and Dawnsview 

Antenna dimneter: 10 ft. 
LNA Noise 'I'emperature: 80K 
G/T: 19 dB/K 

Equipment: 

Redundant 20 Watt 'IWI' RPAs 
(100 Watt 'IWI' RPAs in stations transmitting imagery) 
Redundant Upconverters 
Redundant Downconverters 
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IF Cammon Equipment 
SCPC Carrier transmitter qty 3 
SCPC Carrier receiver qty 5 

Message equipment 
Facsimile equipment 
Rectifier and battery 
Cost: Approx. $lOOK 

(c) User Processors requiring two-way message and charts 
receive 

Antenna diameter: 10 ft. 
LNA Noise Temperature: 80K 
G/T: 19dB/K 

Equipment: 

Non-redundant 1 ,~att FET HPA 
Non-redundant Upconverter 
Non-redundant Downconverter 
IF Common Equipment 
SCPC mini-carrier transceiver 
SCPC carrier receiver, qty 2 

Message equipment 
Facsimile equipment 
Rectifier and battery 

u Cost: Approx. $25K 

(d) Users and Collectors 

Antenna diameter: 10 ft. 

Equipment: 
Non-redundant 1 Watt FET HPA 
Non-redundant Upconverter 
Non-redundant Downconverter 
SCPC mini-carrier transceiver 
Message Equipment 
Rectifier and battery 
Cost: Approx. $12K 

System Costs - Space Segment 

On the basis of the preceeding paragraphs the following section 
gives a rough order of magnitude cost analysis of the satellite 
system, referring to the transmission path and equipment only. 
These costs are broken dbwn into: 
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TOtal Capital Cost 
Satellite Useage Costs 
Maintenance Costs 

The system considered is expected to te "hardware intensive" 
and thus will not accumulate high software costs, expected or 
unexpected. 

TOtal Capital Costs 

The approximate total capital costs of the satellite system are 
given in the following table: 

Station Type 

CMC 
IP and Downsview 
UP 
Users 
Collector 

Approx. Nurri:Jer 
of Stations 

1 
14 
72 

148 
155 

TOtal Cost 
$K 
500 

1400 
1800 
1776 
1860 

Total 7336 

Satellite Usage Costs 

The estimated satellite circuit costs (based on $2 million per 
year for a complete transponder) is about $3K per SCPC channel 
per year. On this basis the cost of the 27 channels required 
for the total satellite system is about $81K per year. 

Maintenance Costs 

Estimated as 1% per IlDnth of Capital Investment. 

$880K per year (including manpower and spares) 

Modems 

Introduction 

There are several aspects to the use of modems in a satellite 
comnunications network supporting traffic of the type required 
for AES. These aspects include IlDdem type selection (satellite 
and terrestrial segments), back-haul nature and cost and 
performance considerations. 
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Satellite Segment Modem Selection 

The system options require equipment to support two signal 
rates, one in the 4800-9600 bls range and a second in the 300 
bls range (for the so-called "minicarriers"). The fonner range 
of rates can be supported using existing equipment but the 
latter will probably require a special design or modification. 

Insofar as this study is concerned, there are two types of 
satellite segment modems worthy of consideration, those 
employing analog modulation and those employing digital 
modulation techniques. Analog modems (invariably PM for SCPC) 
offer a voice band interface. Modems using digital modulation 
provide either voice band or digital interfaces. If a PSK modem 
is to be compatible with an analog interface, it requires AID 
conversion equipment. PSK modems operating with digital 
interfaces are usually configured to operate with some form of 
forward error correction in the 48-60 kb/s range. There is no 
particular advantage to a digital interface unless the signal is 
already in digital form at the earth station. If the back-haul 
is supported using a terrestrial modem, this will not be the 
case unless a modem is placed at the earth station itself. 

Terrestrial Segment ~1odem Selection 

The type of terrestrial segment modem to be used will depend on 
the nature and length of the back-haul. If this is CNer five 
miles standard telephone line modems with rates up to 9600b/s 
must be used. If the length of the back-haul is less than 5 
miles sOlre type of short-haul modem may be used. These include 
types suitable for use over telephone pairs or, if the range is 
less than 6 km, fibre optics modems. Nearly all standard 
telephone line modems and some short-haul modems are compatible 
with the analog interfaces of satellite transmission equipment 
in the sense that their signals can be supported in an "in-band" 
transmission mode that avoids the placement of modems at the 
earth terminal. 

Cost and Performance Considerations 

Cost considerations make Fl>1 SCPC the choice for the satellite 
segment modem, as PSK modems are considerably more expensive. 
Tests carried out a SPAR Aerospace Limited using two different 
types of standard telephone line modems and one type of 
short-haul modem showed that 10-6 BER could be achieved when 
using a PM SCPC satellite modem in an in-band mode if the ClNo 
ratio was at least 55 dbHz. 

Cost considerations for the terrestrial segment are surrmarized 



ln the table that follows: 

Table 2.3.4.4-1 

Terrestrial Segment Cost Considerations 

Modem Type Speed Line Type Distance Modem Cost Line Cost 

Standard 9600 Standard Not $3,000-5,000 See note 1 
telephone conditioned limited 

voice 

Standard 4800 Standard Not $2,000 See note 1 
telephone conditioned limited 

voice 

Standard 300 Standard Not $ 100-400 See note 1 
telephone conditioned limited 

voice 

Short-haul 0-19,200 Unloaded pair 0-5 miles $ 200-600 SlOO/mo. 

Short-haul 4800 Standard 0-30 $1,600 $300/=. 
conditioned miles 
voice 

Fibre optic 0-19,200 Fibre cable 6km $1,800 $5/metre 

Note 1: Greatly dependent on arrangement negotiated with telephone Compal~ 

2.3.5 AES Offices and Equipment 

2.3.5.1 Collectors (See Figure 2.3.5.2-1) 

Receive: 

110 b/s Command/Control and Polling Instructions. Administrative 
Messages. 

Transmit: 

Meteorological Data at ll.0 b/s. 



Communications Carrier: 

Either Single Channel mlnl-carriers, or 
- Separate Transmit/Receive channels 

2.3.5.2 Users (See Figure 2.3.5.2-1) 

Receive 

- 300 b/s formatted data and messages, or 
- 9.6 kb/s general message, channell (Table 2.3.2.1.3-1). 

Transmit 

- 300 b/s meteorological data plus any required messages. 

Communications Carrier 

Either - Single Channel m1nl-carriers; 
- Dual Channel separate Transmit/Receive; or 
- Transmit and Command and Control on mini-carriers 

Receive on 9.6 kb/s general message. 
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User Processor (u.P. 's) (See Figure 2.3.5.3-1) 

Received Signals 

- 300 bls mini carriers channel or 
9.6 kb/s general message channel and 110 b/s C&C and polling 
channel; 

local SCPC channel carrying chart data. 

Transmitted Signals 

300 bls mini carrier meteorological information, special 
requests for data and administrative traffic. 

Intermediate Processor (IP's) (See Figure 2.3.5.4-1) 

Received Signals 

Message: - Channell, 9.6 kb/s general message and 300 bls mini 
channel, or 

- Channels 1 & 2/27, general message and 
, interactive' • 

Charts: - Channel 7, CMC charts. 

Imagery: - D:lwnsview, and other channels if required. 

Transmit Signals 

Messages - 300 b/s mini; or 
- Channel 2/27 - interactive. 

Charts: - One 9.6 kb/s channel - as allocated - time shared 

Imagery: - One 9.6 kb/s channel, time shared. 

Data Base 

Either - Single data base with format compatible with the 
H.P. 1000 (21MX) processors; or 

- Dual data base, one reserved for the communications 
and one with formatting for H.P. 1000 (21MX). 

An optional additional storage unit could be used to contain a 
record of the relevant recent charts for immediate access by the 
communications canputer. 
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Communications Computer 

Must handle following functions: 

Select and sort data from 9.6 kb/s general message 
channel; 

Switch/monitor or otherwise arrange for transmission of 
local data, forecasta, etc. on 300 b/s link or supervise 
information exchange on an 'interactive' basis on channel 
2; 

monitor and record chart information when transmitted 
digitally. (Note that for analog transmission of charts -
as at present - no computer involvement would be 
required) ; 

arrange transmission of satellite imagery, according to 
schedule, as required; 

make available both local and national data bases to all 
relevant internal departments. e.g. Training Branch at 
Down..sview; 

arrange immediate display and/or print out of all 
administrative messages and local weather warnings, etc. 
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2.3.5.5 Network Switching Centre (Major Processor C.M.C.) 
(See Figure 2.3.5.5-1) 

Received Signals 

Either - 26 channels 110 b/s (mini-carrier) and 9.6 kb/s 
interactive channel (channel 2); or 

26 110 b/s channels and 14 300 b/s channels. (Note 
that all 110 b/s circuits could m upgraded to 300 
b/s with no increase in transmission costs. Some 
hardware replacement costs would m incurred); 

4 (SCPC) imagery channels. 

Transmitted Signals 

9.6 kb/s general message channel (channell) 

CMC generated and NWS charts for general Canadian 
distribution on channel 7. 

If digital chart transmission is required, then they 
will m transmitted initially at 9.6 kb/s with provision 
for an increase in speed to 56 kb/s if required. (Note: 
17 1/2" x 17 1/2" chart, 100 Ipi and 100 pixels per inch 
at 5:1 compression takes 63.8 seconds to transmit at 
9.6 kb/s.); 

scheduled information on all 40 low speed channels 
according to program - including Commam and Control 
(polling) information; 

channel 2, 9.6 kb/s interactive, if used. 

Data Base 

Data Base to be provided for alpha-numeric messages 
separate from existing CMC system. Requirement for 
formatting compatability of data between existing G1C 
equipment and new communications processor; 

additional storage for eM:: transmitted charts to be 
provided if called for by the AES. 

Communications Processor 

Must handle, at least, the following functions: 



read, collate, store and format all received information 
on the 'mi.ni' channel circui ts (40); 

"bulletinize" and transmit required information on mini­
circuits according to programme; 

re-transmit all this information, suitably processed, on 
channel I - the general message channel; 

provide information required for network control and 
monitoring panal (not defined here. AES requirements to 
be !lade known); 

operate the interactive channel 2 utilizing suitable 
software package, such as DECnet; 

order and transmit all control functions (such as 
polling) required for operation of the network; 

maintain and make available complete updated set of 
weather charts as provided by central eMC processing if 
required; 

maintain and update central alphanumeric system data base 
according to program. 
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2.3.6. 

2.3.6.1 

2.3.6.2 

2.3.6.3 

'----

Computer and Softvlare Requirements 

An initial estimate of the required computer hardware and 
software necessary to operate a system such as that proposed in 
this section has been made. 

Only one company's equipment has been casted, and it is 
recognized that a competitive bid may result in some savings. 

Network Switching Centre (CMC) 

The following equipment has been estimated for OlC: 

PDPll/44 processor and 1/2 MB. memory; 
Operating system RSXll; 
RM02 Disc drive (67 MByte) and TSll Tape Drive; 
Console V.D.U. and Decwriter III; 
additional printer (no keyboard); 
proc. KMC ll-A and S!W CDMM-JOP-DZ to run the 40 
interface circuits (48 cct capacity); 
synchronous interface and programmable real time clock; 
Fortran and DECnet S!W licence; 
box and cabinet; 
battery back-up; 
system sysgen. 

Installed cost: 
with discount: 

$175,000 
$120,500 

Cost includes duties but not Federal Sales Tax. 

Intermediate Processors 

PDP11/34 processor; 
2 off RL02 disc drives with 10Mbytes each; 
asynchronolG multiplex 8 lines; 
3 synchronous interface - Decnet 

- Charts 
- Broadcast channel; 

programmable real time clock; 
fortran and Decnet licences; 
cabinet and V.D.U.; 
Decwriter; 
l<SX-llM operating system; 

Installed cost: $ 70,000 
"ith discount: $ 47,000 (10 systems) 
~~~~~----~~~ 

User Processors 

For the User Processors, three options have so far been costed, 
these taking into consideration the range of "ork loads to 



2.3.6.3.1 

2.3.6.3.2 

2.3.6.3.3 

which this category of office is subjected. 

PDPll/23 processor and 2 floppy drives; 
Rrll operating system; 
progranunable real tirre clock; 
synchronous time interface; 
Decwriter III and V.D.U.; 
Fortran licence. 

Installed cost: 
with discount: 

$27,500 
$18,400 

PDPll/23 processor; 
RL02 disc drive; 
RSXIlM operating system software 
programmable real time clock; 
synchronous time interface; 
Decwriter III and V.D.U.: 
Fortran licence. 

Installed cost: 
with discount: 

$43,700 
$28,700 

PDPll/03 LSI 11 series processor; 
dual floppy disc; 
programmable real tirre clock; 
synchronous line interface; 
Decwriter III and V.D.U.; 
Fortan licence. 

Installed cost: 
with discount: 

$22,647 
$16,000 

Note: Discount cost.s estimated on: 

10 Intermediate Processors; and 
100 User Processors. 

Note: The overall system costing has reJ\'Oved all terminal 
equipment (VDU's, printers, etc.) from the numbers as 
these have been collated and presented separately in 
Chapter 3. In addition, all 72 UP's may not want full 
processing capa- bility. With these considerations, an 
average basic price of $8K has been estimated for each UP 
for initial system costing. 



2.3.7 

2.3.7.1 

2.3.7.2 

2.3.7.3 

Security Requirement and Options 

General Considerations 

The principal diffIculty with the data security of a satellite 
communications system is that the transmission can be 
intercepted, and monitored, by increasingly simple equipment 
frem any geographical position lying vii thin the "f=tprint" of 
the satellite handling the information. This means that the 
principal recognized means of ensurin:J data securiq is the use 
of general encryption, using a code that is sufficiently 
complex to give a high degree of probabiliq that it cannot be 
'broken' within the useful lifetime of the data it is 
protecting. As the code has to be changed fran time to time, 
the 'key' has to be distributed throughout the system so that 
all autl10rized stations can maintain their access to the 
system. 

In tl1e case of AES, tl1is would be an expens i ve and moderately 
complicated operation and would therefore probably not be 
suitable for serious consideration at the present time. However, 
there are other simpler means that may be considered for 
reducing the availability and usefulness of this data to 
unwanted customers in times of international hostilities and 
some possibilities are outlined below. 

Encryption of Processed Information 

While full encryption of all the raw data on the system would be 
an expensive task, encryption of the processed data only and 
offer of this information to a reduced clientelle, as would be 
required anyway in times of emergency, would considerably 
enhance security over an open, uncoded system. 

Other interests would then have to aquire r collate and process 
the raw data themselves which would increase the drain on their 
resources and considerably slow tl1e process of acquisition of 
this information. In addition to this, it would be necessary 
for the agency to intercept the information on, or near, 
Canadian territory, and the information thus gathered would have 
to be relayed to the 1Brent organization which itself would pose 
problems in times of emergency, as iliese transmissions 
themselves would be open to jamming or other hinderances. 

Data Origin Obscuration 

Techniques can be used to nBS), the origin of the raw data, thus 
making it comprehensible, but nearly useless, to unauthorized 
recipients. This could be donc in various ways, in which the 
"header" information on the data transmission would be varied 
or concealed. 
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2.3.8.1 

.'---

headers could be varied, or 'rotated', from hour to hour 
as a 'deception' technique, showing weather systems to be 
moving out of their true position; 

header information could be totally removed, the 
resl>onding (to polls) stations being scrambled in time 
and request address so that only the central processor 
knows where the data is coming from. Fairly simple 
equipment could be developed to implement this; 

false data could be injected according to program. 

The schemes which involve deception techniques are often the 
most simple and effective to use because, whereas the reception 
of scrambled transmissions are immediately recognized as such, 
incorrect data is not and can sometimes be much IlDre difficult 
to 'de-code'. In this case it would almost certainly give 
maximum security for minimum dollars. 

Future Requirements 

Graphics 

For the purposes of this section, 'graphics' is assumed to 
refer to the 'soft copy' display of weather charts and 
satellite pictures on an operator's V.D.U. (Video Display Unit) 
with the data for this stored either locally or at a distant­
data base centre. For the purposes of this study, we are 
assuming the following required resolution for the display at 
UP's: 

256 points on 256 lines with a 4 bit gray scale; 

which represents approximately 33 kbytes of information; 

which would take approximately 28-30 seconds to transmit 
at 9.6 kb/s; or 5-5 1/2 seconds at 56 kb/s; 

8 to 9 such charts could be stored on a standard floppy 
disc using today's technology. (Hard disks would normally 
be used) 

In the proposed satellite system there is spare capacity to 
transmit these graphics frem the regional IP's. Further 
capacity (another SCPC) channel could easily be provided giving 
a possible increase in capacity of up to 700 pictures per hour 
(per SCPC channel). 

Incorporation of a graphics package into the proposed system 
would require SOJ!'e detailed discussion with AES personnel as 
AES operations would be greatly affected by such a system. 1~is 
can only be satisfactorily accomplished when the AES representa-
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tives concerned have gained a better understanding of tl1e 
operation and constraints of the proposed system fram this 
report. This paragraph gives "orders of magnitude" of 
capacities and transmission times to further discussion. 

Weather Radar 

Detailed description of the incorporation of v~ather radars 
into the satellite comnunications system will require more 
detail from AES with respect to their plans for the distribution 
of this information. 

The approximate current costs of Radar Facsimile circuits are 
as follows: 

Circuitry costs $3,600/month or 2.3 per cent of total 
circuitry rental; 

Equipment costs $1,200/month or 3/4 per cent of total 
equipment rental; 

Total costs $4,BOO/month or 1.3 per cent of total 
corrmunications costs. (Total oomunications costs do not 
include telephones for tl1ese purposes). 

Thus, although satellite circuits could be made available 
directly to radar sites, it is proposed here that radar data be 
oorrmunicated at least as far as the nearest responsible weather 
office by landline, as at present. 

The following options may then be considered: 

Where the 'local' weather office is an IP, the radar 
information (or image) can be routed directly to cable 
TV companies and other customers and transmitted on the 
corrmunications (satellite) channel used for charts, if 
further distribution is required. 

I·mere the local weather office is a User Processor and 
the infonnation requires further distribution, the 
following corrmunications may be adopted: 

transfer by landline to nearest IP, vcobably on a 
dial-up basis, and then distribute as above; 

inclusion of the UP on the chart distribution 
circuits on a time share basis (probably too 
complicated) and provision of a transmitter; 
allocation of a separate channel for all radar 
information, operating at 9.6 kb/s; 

inclusion of the UP in the 'Interactive Net' on 
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channel 2. 

For any type of local weather office, terrestrial 
circuits only could te used, with one dedicated circuit 
to the office responsible for continuous monitoring of 
the radar and other users connected by 'dial-up' 
(switched) facilities when required. 

For the existing traffic, it would not appear to te cost 
effective to install earth stations at radar sites, 
especially those near major urban centres. The current 
communications costs are about $3,600 per month (see 
above) which, for 10 stations, is about $43,000 per 
station for 10 years service at current rates. 

Assuming a minimum installed cost of a station suitable 
for handling radar information of about $30,000 and 
assuming 10 per cent interest rates over 10 years, L~e 
investment cost is $47,600 (approximately) per station. 
Although these are only costs of a "rough order of 
magnitude", they strongl:y indicate that there would have 
to te more than purely flnancial reasons for installing 
such equipment and these would have to te clearly defined 
for the purposes of detailed costing. 

Long Term New Services 

The following ocm~ents refer to Appendix A and consider the 
applicability of a satellite based communications system, as 
described in this Appendix, with the long term new services 
identified by the AES Review Panel. 

Digital graphics from OK: and IP's to sites which 
integrate radar and satellite data will te carried by the 
system as described .,ith little modification. The A.E.S. 
will need to feed the relevant modems (channels 7 to 9) 
with the data at 9.6 kb/s for transmission. 

If sites for the integration of the satellite and radar 
data are chosen outside the AES cOITlUunications network, 
tl1en obviously additional earth stations will have to te 
provided. 

An environmental support centre could te provided in the 
Arctic with no modification to the cOITlUunications 
channels. 

High quality graphics can te received in the Arctic 
direct fran the cOITlUunications satellite as long as the 
ship was within the area covered by the footprint. 

Satellite/Radar processing sites will te on circuit and 
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able to distribute their data with no further system 
transmission costs involved. It is assumed that data 
supplied to 'outside' users will be on a oost/recovery 
basis. 

"Significant increases" in spot forecasts of weather 
elements from OK: to IP's can be absorbed by the proposed 
system. 

Means of exchanging data with the U.S.A. would have to be 
separately considered/negotiated if existing terrestrial 
method is to be replaced. 

Distribution of weather data by presentation offices to 
the local communities would in general continue to use 
the existing methods (weather radio, telex, etc.). This 
would be expected to be updated from time-ta-time in step 
with new technology applications within the community 
('relidon, ]:BY 'IV, etc.). As the proposed communication 
system is computer based, alpha-numeric and graphical 
formats could be easily handled by expansion of the local 
computer and software packages. It is thus essential to 
select a suitable computer system to allow future 
expansion in both data base and processing capacity. 

In the short term, (5-10 years), the best way to continue 
to provide data to marine interests after the existing 
H.F. facility is encrypted is to build a duplicate 
facility. 

Satellite Collection 

It would also be possible to use satellite channels solely for 
the purpose of data collection while maintaining a terrestrial 
distribution network. While this would considerably reduce the 
current circuit congestion it is considered that it would not be 
a cost effective means of operating the AES system. Detailed 
costing has not been done, but would be initiated if it was 
considered sufficiently important by AES. en the other hand, a 
terrestrial network could well be supported by a satellite 
system which carried the "Off-Network" data, that is, the 
collection of data from remote station DCP's not connected to 
the AES terrestrial system. 
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2.3.10.1 

2.3.10.2 

2.3.10.3 

Satellite System Costs Estimate 

Satellite Earth Station Segment 

Station Type Nwnber Cost k$ 'Ibtal Cost 

CMC 1 500 500 

IP 14 100 1400 

UP 72 25 1800 

Users 148 12 1776 

Collectors 155 12 1860 

$7336K 

Computers and Software 

'Ibtal K$ 

CMC (Network Switching Centre) 2 x $120,500 241 
hot standby redundant equipment. 

IP's 14 1 system to run network @ 47K 
develop SjW etc. 

UP's 72 @ $8k each 

Total Capital Expenditure 
Total Capital less Collectors and Users 
i.e. Collectors and Users oost $36336K 

Operational Costs 

Non recurring 
SjW development etc. 

Recurring costs 

Circuit 

705 

576 

$1522K 

$8858K 
$5222K 

$ 910K 

Baseline Transponder oost $2.8K/cct (SCPC) per year 
Estimated possible cat costs $206/cct fer year 

For 17 circuits Basel~ne 
Estimated 

Maintenance @ 12% of Capital per year 
Total system 
less (collectors and users) 

Fran above: Maximum costs approx. 
Minimum oosts approx. 

$ 47.6K/yR 
$ 340. K/YR 

$1062K 
$ 626K 

$1402K 
$ 670K 



2.3.10.4 

2.3.11 

2.3.11.1 

IDw Speed 

Installation Costs 

Maximwn estimated cost 
15% of Sat. H~' Capital: 

With 303 Collectors/Users 
Without the 303 Collectors/Users 

Comments on Present Problems 

S1100K 
S 783K 

This section compares the characteristics of the proposed 
Satellite Communication System with the difficulties 
experienced with the existing system, as expressed by the AES 
in Appendix A. 

Teletype System 

- Overloading of circuits 
Excessive Delays in Message 

Off loading of the I.P. 's and the U.P. '3 
from the low speed circuits will remove 

Delivery 

Inadequate Request/Relay 
Capability 

- Excessive delays in obtain­
ing missing traffic or 
traffic not regularly 
scheduled 

- Excessive Paper Conswnption 

congestion and eliminate delays in message 
delivery caused by communication problems. 
Main distribution circuit (channel I) has 
an average utilization of 16.2% for 
existing traffic. 

All traffic will be available at all 
I.P.'s and U.P. 's in new system. I.P.'s 
will have a continuously available 
Request/Reply service available on an 
interactive basis, and any files at a 
participating I.P. and at the M.P.'s will 
be directly available. (Programmes may 
prohibit access where necessary). Part­
icipating U.P. 's may have the sane facil­
ities as at I.P.'s. Other U.P.'s will 
have individual but restricted, local 
databases. Due to decongestion of the 
circuits request/reply service for missed 
traffic will be cpod - data being avail.a­
ble within seconds. Users that only 
receive scheduled traffic (i.e. those 
without access to channel I) will operate 
request/reply service as at present, al-
though decongestion of the circuits will 
speed tum-around times. 

I.P. 's and U.P. 's will receive data in 
soft copy format. Hence hard copy will be 
restricted to required data only. Users 
will be reduced to 6 to 9 per line and can 
easily be 'matched' in such a way that all 
stations on the circuit will require 
similar data - minimizing the transmission 



- Excessive effort for manual 
sorting, storing and 
retrieving information 

Lack of Selectivity or 
Addressing 

- Lack of security 

- Cannot restore a local data­
base if loss of data is due 
to local failure 

- D::les not allow effective 
interaction between offices 
in their information 
production and dissemination 

Inadequate Priority or 
Priority Handling 

- No input priority -
excessive delays in in­
putting urgent messages 
such as weather warnings 

of redundant da.ta which generates "vast" 
paper. The allocation of Usem \-D any 
particular circuit will not be restricted 
by geographical location as no 'physic~' 
circuits will be involved. 

loP. 's and U.P. 's will have the ability to 
do this by computer programme. 

Choice of suitable circuit allocation for 
Users will reduce this problem for them. 

From the military viewpoint, this subject 
is addressed in Section 6.3.8. From 
the internal point of view, any U.P. or 
I.P. can be individually addressable. 
Users will be addressed collectively in 
groups of 6 to 9. 

Excess capacity of Satellite communication 
circuits eliminates this problem. 

This requirement has not been quantified 
by the AES. However, excess transmission 
capacity should eliminate this problem for 
the U.P. 'so 

loP. 's will be operating on an interactive 
basis between themselves and the M.P.'s, 
hence problem should not exist. 

I.P. 's and M.P. 's operate interactively 
over a 'high speed' (9.6kbs) link and will 
not experience this problem. U.P. 's can 
receive the priority information immediat­
ley via the high speed distribution link 
Channel I. However, data is input over a 
polled circuit with 7 to 14 stabons per 
circuit. These type of circuits do not 
conventionally operate with the priority 
input mode. I!o,,,ever, the problem can be 
handled in at least two ways. This will 
be a function of the detailed system 
design. 

- After each message has been received, 
the entire circuit can be sequentially 
polled for a "level of priority" of the 
next message; or 



- Inadequate output priority 

Inadequate Quality Control 

- "Increased" errors toth 
instrument and human in 
meteorological messages 

- Communication, B.E.R. 

Half-Duplex Operation 

- Inefficient use of lines 

Lack of Hierarchy 

Polled Multi-drop Circuits 

- lack of flexibility 

Reliability and/or Redundancy 

Insufficient Real Time 
Control of SW1tch1ng System 

- difficult to change distri­
bution and priority of 
traffic on anyone circuit 

- one, or two, channels can be allo~nted 
exclusively for polling data, all partici­
pating stations (a sub-set of the whole) 
inputting a "request for poll" and a 
priority level for the request. this 
would require additional, or modified 
modems for these stations. 

The atove schemes may be varied to 
optimize the design when appropriate. 

This is addressed arove. 

A discussion of the Satellite Communica­
tions system with regard to Quality Con­
trol is found in section 2.3.2.4.4 

As atove. 

As the Satellite medium is a broadcast 
system, this problem is not applicable to 
the new system. 

This will no longer be true with the 
Satellite system as the system capacities 
are proportional to the size, or require­
ments of the offices served. 

This problem has been resolved by the use 
of a large increase in communications 
capacity for M.P. 's, I.P. 's and U.P.'s and 
a reduction in the number of stations and 
message traffic on the multidrop circuits 
serving the Users and Collectors. 

This is discussed in section 2.3.2.4. 

M.P. 's and l.P.'s will have the ability to 
exchange data on an interactive basis 
which avoids this problem altogether. 
D.P. 's will have access, via channel I, to 
all the data on circuit, and can flake 
decisions locally as to what traffic is 



"Adaptiveness" 

Low Speed Circuits cannot 
Effectively Handle Increased 
Ti'athc 

Lack of Adequate Higher Speed 
Computer Ports 

- Inflexible interfaces. 
Does not permit easy 
interconnection with other 
network 

- No alternative routing to 
handle overload causing 
delays. 

Inadequate System Monitoring 

wanted and what traffic is not want0-'" on 
an hour to hour basis. The exception to 
this \vould be priority traffic which all 
relevant stations will be required to 
receive. 

Users q:leration will not change radically, 
but reduced line loading and AES control 
of the distribution should eliminate 
difficulties in this area. 

Capac i ty is rot limi ted by proposed 
communications. 

This will no longer be relevant. 

No special interface equipment other than 
with N.W.S. has been considered at this 
point as there are ro d=tails available of 
requirements. However, I.P.'s will be ex­
pected to interface with Cable 'IV Co's, 
Broadcast News., Telex crts. etc as at 
present with increased capacity for future 
expansion. As these interfaces will be 
under AES control, future planning will be 
facilitated. 

Increased system capacity will eliminate 
overloads. 

Due to broadcast nature of the traffic 
everything on the network is available at 
any fOint in the system. In p3.rticular, 
all message traffic has been designed to 
pass through the central switch and there­
fore any monitoring and/or statistical 
information that is desired may be built 
into the system by the incorporation of a 
suitable software p3.ckage. Some such 
functions will already be available with 
the use of the DECnet p3.ckage. 

The Ground Station Equipment will be 
provided with hard-wired monitor alarms 
operating on all channels and essential 
transmission equipment at that station. 



2.3.11.2 Paper or Weather Facsimile Circuits 

Performance 

- Traffic Congestion 

- Analogue Mode of Operation -
line Maintenance Difficulty 

- Inefficient Request/Reply 

Adaptiveness 

- Difficult to transmit charts 
from one region to another 

- Difficult to satisfy the 
needs of individual users 
because of system wide 
implications 

2.3.11.3 Photo Facsimile 

Performance 

- All stations on a particular 
leg must receive all infor­
mation on that leg 

- selection by schedule only 

New system to support 3 channels. More 
can re made available at minimLUTI cost if 
traffic studies indicate the requirement. 
Some details of chart transmission are 
discussed in section 2.3.2.2.4. 

Time maintenance requirements are elimin­
ated and replaced by satellite paths. 
Maintenance is restricted to equipment. 

Decongestion of circuits allows greater 
flexibility of request/reply. 

All chart information is broadcast across 
Canada (see "Footprint" maps, Figures 
2.3.2.1.3-1), therefore any region may 
transmit to any other. Scheduling would 
have to re arranged. 

The use of three channels and the decon­
gestion of the circuits should eliminate 
this problem. A digital transmission 
facsimile system would directly solve any 
outstanding problems described above, but 
if analogue transmission is retained and 
HDre capacity is needed, an additional 
channel could re simply provided at mini­
mum additional cost. There would re mini­
mal effect of this on the system opera­
tion, restricted basically to drawing up a 
new schedule of broadcasts. 

The Satellite broadcast arrangement will, 
fran the point of view of any individual 
station, remain essentially similar. 
Selection will still re essentially be 
schedule. However, the expanded communi­
cations facility and the increase in auto­
mation (as "computerization") will give a 
greatly increased scope for "minute-by­
minute" scheduling which should eliminate 



- Analogue mode of operation -
line maintenance problems 

- Ineffective request/reply 

2.3.11.4 Off Network 

Performance 

- Reliance on radio for 
Alphanumeric Data 

- Reliance on Dial-up 
Public facilities 

- Reliance on Radio for 
analogue facsimile, 
leading to poor quality 

the present difficulty. 

As above for paper facsimile circuits. 
Satellite use eliminates conditioned lines 
and thus also this problem. 

Where this is due to excessive line 
loading the decongestion of the circuits 
will eliminate the problem. Where the 
problem is equipment orientated improved 
communications will not help. 

All data currently collected ~J radio 
(except buoys) can be received on an in­
terference free satellite channel. 

No 'dial-up' facilities need be used with­
in the AES Network except for Voice 
communications. 

All facsimile information will be carried 
by Satellite, with three exceptions: 

1. Broadcast to ships-at-sea. Although 
satellite infonnation will be availa­
ble, the AES will have no control over 
the replacement of existing shipboard 
receivers. In particular, merchant 
shipping useing the existing H.F. 
sluipment will not want to invest in 
new hardware. Hence H.F. broadcast 
will have to be continued at Halifax 
and at Vancouver. 

2. High Arctic areas, outside the foot­
print area of the Geostationary sat­
ellites (Figure 2.3.2.1.3-1) will have 
to be served by H. F. or, if and where 
possible, by Polar Orbi ting 
satellites. 

3. Ice Patrol Aircraft will be expected, 
at least initially, to continue to use 
their existing Sluipment whilst air­
borne. However, it is considered that 
considerable improvements could be 



Adaptiveness 

- Difficult to interconnect 
to other facilities 

made ta the existing rece1vwg equip­
ment at Ottawa to improve the current 
service. 

As the 'Off Network' traffic as 
defined in the existing system will be 
mainly carried by the satellite chan­
nels, this problem will be obviated. 



2.4 

2.4.1 

ONE-WAY SATELLITE BROADCAST OPTION 

Introduction 

Overview 

The One-Way Satellite Broadcast System is a hybrid system 
composed of a terrestrial public packet network and a satellite 
one-way network. The terrestrial network carries collection and 
point-to-point traffic. The satellite network carries broadcast 
traffic. The rationale behind this system candidate is to 
devise a system that is cost effective and <X>lIlpatible with the 
traffic. The strengths of a public packet network is pt-pt and 
the strengths of a satellite system is its inherent broadcast 
feature. The public packet network is cost effective on a pt-pt 
basis. The one-way satellite network is economical for 
broadcast distribution. The complete system consists of the 
following networks: 

1. 

2. 

3. 

4. 

5. 

6. 

Network 

Satellite Network 
(One-way Broadcast) 

Public Packet Network 

Local Teletype Networks 
(Collection) 

Off-Networkl 

Fax Chart Network 
(One-way collection bus) 

Fax Photo Network 
(One-way collection bus) 

Traffic 

Charts 
Photos 
Observations 
Forecasts 
Grd Point 
Soundings 

Observation 
Forecasts 
Inquiry 
Batch 
Soundings 

Observations 

Observations 

Charts 

Images 

Sites 

UP's, IP's & MP's 

UP's, IP's & MP's 

Users and 
Collectors 

Collectors 

IP's, MP(CMC) 

IP's, MP (ABS 
HQ) 

All collection (observations and forecasts) and chart traffic is 
relayed to CMC for broadcast via satellite. All photo image 
traffic is relayed to AES HQ for broadcast via satellite. All 
point-to- point type traffic is routed between UP's, IP's and 
MP's via the packet network. The UP's relay Collectors and 
Users traffic via teletype multidrop lines. 

1 Off-Network is conmunications to Remote areas where 
terrestrial private links are not avallable or not 
economical; presently radio, TTY, TWX, satellite, etc., 
are used. 
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Services and Traffic Specification 

As per Appendix A. 

Description 

1. Satellite One Way Network 

The satellite broadcast network consists of two transmitting 
ground stations, one at CMC and other at AES 00, as shown in 
Figure 2.4.1-1. This option is not optimum, but rather the 
simplest to present at this phase. Many variations of it can be 
considered in the next phase. The transmitter at CMC broadcasts 
all observation, forecast, grid point data and charts. The one 
at AES HQ broadcasts all satellite photo imagery. Channel 
assignments are as described in Section 2.3.2.3, i.e.: 

Channel 1 
Channels 3-6 
Channel 7 
Channels 8-18 

- Message distribution 9600 bps 
- Imagery VF Analog or 4800 bps 
- CMC Charts VF Analog or 4800 bps 
- Regional charts VF Analog or 4800 bps 

2. Public Packet Network 

All UP's, IP's and MP's are interfaced to the Public Packet 
Network as shown in Figure 2.4.2-1. All interfaces are SNAP 
(TCTS) or IGS (CNCP) driven. 

UP's utilize a microprocessor disk - based data terminal 
'"9uipment interface (orE). A orE supports the following 
hnks: 

UP orE Links 

Satellite message ingest 
CRT interface 
Disk interface 
Packet interface 
Local Teletype 

(multidrop) 

Description 

9600 bls asynch. simplex 
2-1200 bls asynch. half duplex 
BUS 1 MByte/s transfer rate 
1200 bls synch. full duplex 
200 bls asynch. full duplex 
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IP's and MP's utilize a Parallel Processor Interface (PPI) 
which consists of a modular processing unit capable of 
expansion. The PPI supports the following links at IP's: 

IP PPI Links 

Satellite ingest 
HP CPO IfF 
Disk I/F 
Packet IIF 
Private Oser IIF's 
Control CRr 

Description 

9600 bls asynch simplex 
2400 bls synch full duplex (X25 type) 
BOS 4 MByte/s transfer rate 
2400 bls synch full duplex 
5-100 to 600 bls simplex 
2400 bls asynch half duplex 

The PPI supports the follONing links at CMC (MP) and AFS HQ 
(MP) • 

CMC PPI Links 

Satellite message ingest 
Satellite message output 
Disk IIF 
CRr console 
CYBER I/F 
NWS IIF 
Packet Network IIF 

AES HQ PPI Links 

Satellite ingest 
Disk I/F 
CRr Control Console 
Climate CPO IIF 
liP CPO IIF' s 
NCC IIF 
Packet Network IIF 

Description 

9600 bls asynch simplex 
9600 bls asynch simplex 
BOS 4 MByte/s transfer rate 
2-2400 bls asynch half duplex 
X25 type-serial 
2400 bls asynch full duplex 
9600 bls synch full duplex 

Description 

9600 bls asynch simplex 
BOS 4 MByte/s transfer rate 
2400 bls asynch half duplex 
X25 serial 
X25 serial 
2400 bls 
9600 bls synch full duplex 

Each PPI is capable of servicing of all present requirements of 
private users for each region. 

3. Local Teletype Network 

The local teletype network consists of a multidrop teletype 
line fran a UP to nearby collectors and users as shown in 
Figure 2.4.2-2. 



0)( 

X DROP 

o 

UP 
DTE 

Figure 2.4.2-2 Local Teletype Network 

PUBLl C 
PACKET 
NETWORK 

Each UP controls up to 10 collector or user drops. The 
teletype line is asynchronous, full duplex and operates at 300 
bits/so 

4. Off-Network 

The off-network consists of the present methods of radio fax 
and telecopier for distribution of facsimile to remote places. 
For message traffic, the present method of TTY, TWX, radio, etc. 
are assumed. (The use of a private two-way 1 kb/s DCP system 
over ANIK could be used to fulfill the message requirements). 

5. Fax Chart Network 

The Fax Chart Network consists of a simple analog bus (2 wire, 
C3 conditioned) inter-connecting all IP's to CMC as shown in 
Figure 2.4.2-3. This is not the optimum method but the simplest 
in terms of upgrading from the present. In the future, all 
sources of chart traffic would send charts to CMC via the public 
data networks. This mode would be no more expensive to operate 
and would be limited only by the broadcast capability at CMC. 

At CMC a fax switch routes the input charts to the required 
satellite fax channel. 

6. Fax Photo Network 

The Fax Photo network consists of a simplex analog bus (2 wire 
C3 conditioned) connecting all direct readout ground stations 
to AES HQ SDL as shown in Figure 2.4.2-4. 
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At SDL a fax switch routes the input charts to the required 
satellite fax channel. In the future all photos would be 
forwarded to AES HQ via the Public Data Networks. 

Operation 

1. Satellite Network 

The satellite broadcast network transmits all messages, charts 
and satellite photo images directly to all MP's, !P's and UP's. 
The transmission medium is transparent to the users. The 
circuits accept all input and broadcast it. Scheduling is 
performed according to current practice, although there are now 
more parallel channels. 

The message channel broadcasts all the data, as assembled at 
CMC. Receiving sites require enough intelligence to extract 
pertinent information, as keyed by header information. 

2. Public Packet Network 

The Public Packet Network performs the following functions: 

relays all collection observations to CMC for one-way 
satellite broadcast 1 

interfaces all UP, IP and MP sites to NCC for network 
control (diagnostics, polling, traffic statistics, 
moni toring) 1 

interfaces all UP, IP and MP sites to all data bases and 
all processors1 



2.4.4 

2.4.4.1 

interfaces AES system to external systems; dnd 

interfaces private users to the AES system. 

in future would relay all charts and images to CMC and AES 
HQ transmitters. 

3. Local Teletype Network 

The Local Teletype Network performs the following functions: 

collects observations fran collectors am users; am 
distributes message traffic to collectors and users. 

This network is made up of all collectors am users in the 
proximity of each UP. 

4. Off-Network 

See description in Section 2.4.2. 

5. Fax Chart Network 

All regional fax charts plus IFC and DND fax charts are relayed 
to CMC via this network. Access to the broadcast channels are 
scheduled for each source permitting about 288 (24 hr x 60 
min/hr':;' 5 min/chart ) charts per day or about 40 charts per 
source per day (288 charts/day /7 sources) at a rate of two per 
hour per source. 

Upgrading the network to digital facsimile would permit a three 
fold increase in throughput, plus simplified switching and 
reception selection of the charts. 

6. Fax Photo Network 

All processed photo images are relayed to AES HQ SDL for 
satellite one-way broadcast distribution. Access is provided 
for each source. 

Performance Analysis 

Loading 

1. Satellite Network 

Loading on the satellite broadcast dlannels is the same as that 
defined in Section 2.3. 



2. Public Packet Network 

Delivery Baseline & 1rrnnediate Services Kchars 
Times UP 115 me AES HQ 

Traffic Component (min) AV PK AV PK AV PK AV PK 

Observation 

Forecast 

Sounding 

Inquiry 

Interacti ve 
(time share) 

Observation 

Forecast 

10 Source 9 11 
Sink 116 138 

30 Source 28 23 
Sink 110 99 

30 Source 26 40 26 40 
Sink 9 40 

Source low ? low ? low ? low ? 
Sink low ? low ? low ? low ? 

Source low ? low ? low ? 
Sink low ? low ? low ? 

refer to Section 2.3, integrated terrestrial system for 
backup calculations; 

inquiry, ruE and time sharing taffic to be estimated (most 
needs satisfied by satellite message reception!) 

3. Local Teletype Network 

As per Integrated Terrestrial System, for Baseline and Irrnnediate 
New Services. 

DeliveEJ: AV PK K (chars) 

10 min Source 3 4 
Sink 17 20 

30 min Source 0 0 
Sink 28 16 

4. OEE-Network 

Not available. 
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Source 

Sink 

5. Fax Chart Network 

The total regional loading is approximately 130 charts (average 
length is 12 inches) per day for all W::'s plus IFC and Metoc. 

6. Fax Photo Network 

The total regional loading is approximately 55 images per day 
for VAN*, EDM and HLFX. 

Utilization 

Baseline plus Intermediate new services traffic is assurred. 
See Appendix A (UP's interactive traffic is handled by local 
storage am reception of broadcast message traffic via 
satelli te) • 

1. Satellite Network 

Utilization of the satellite dlannels is the same as that 
defined in Table 2.3.2.1.5-3. 

2. Public Packet Network 

Link Utilization 

UP (1200 bps) 
AV PK 

2% 13% 

IP (2400 bps) 
AV PK 

5% 12% 

1% 7% 

CMC (9600 bps) 
AV PK 

5% 23% 

AES (9600 bps) 
AV PK 

1% 2% 

Traffic requirements not defined for point-point services; all spare capacity 
is available for RJE, time Sharing and Inquiry point-point traffic. 

3. Teletype Network 

Link Utilization (200 bps) 

source (from sites) 3% AV 26% PK 
slnk (to sltes) 50% All 169% Pi< 

4. Off-Network 

Not Available. 
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5. Fax Chart Network 

At a scan rate of 240 lpm and with analCXJ transmission the 
network will carry atout 288 charts per day. Thus the 
utilization is aJ:out 130/288 x 100% = 45%. 

6. Fax Photo Network 

At a scan rate of 120 lpm and with analCXJ transmission the 
network will carry atout 180 images per day. Thus the 
utilization is aJ:out 55/180 x 100 = 30%. 

Quality/Reliability 

1. Satellite Broadcast Network 

See Section 2.3.2.4. 

2 • Packet NetVJork 

The public packet network is capable of end-to-end bit error 
rates of 1 error in 1012 bits. This is a result of good 
error control. The network also operates at a very high reli­
ability due to the capability of redundant nc:x'les and links. 
The network is operationally maintained to high standards. 

3 • Local Teletype Network 

All collection traffic will be error controlled. Distribution 
traffic will include FEe. Bit error rates of 1 in 103 are 
expected on distributed traffic. Bit error rates of less than 1 
in 106 is expected for collection. 

4 • Off-Network 

The off-network llEthods 
quality and unreliable. 
satellite system on 6/4 
reliability. 

5. Fax Chart NetVJork 

presently used are generally poor in 
Optionally a two \vay DCP 1 kb/s private 

Qfz would provide improved quality and 

The quality of a 240 lpm analCXJ transmission system is 
acceptable but an optional digital system would be preferred. 
The reliability of the analCXJ line is acceptable but the use of 
Infodat or Dataroute digital lines would be better. 

6. Fax Photo Network 

The quality and reliability of the analCXJ photo network is 
acceptable for present applications. However, if digital image 
analysis is to be carried out in the future at receive sites, 
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digital links would provide a significant improvement in 
quality. 

From a system point of view, the chart and image quality at 
receive sites would be acceptable but, for digital analysis the 
use of digital transmission overall would be reoommended in the 
future! • 

Costing 

(Excludes markups, discounts, taxes) (Man day is senior 
engineer at 500$/day) 

Non-recurring Costs 

Satellite Network RF lI;W 

Transmit stations: CMC 375K, AES SO lOOK 
Receive stations: 20K x (72 + 13) 

'Ibtal 

Packet Network H/W & S/W 

IJI'E(UP's) H;W 
Dev 
Sj<.~ 

PPI(IP's) H;W 
Dev 
S;W 

PPI (MP' s) Hj<.v 
Dev 
S;W 

Internal redundancy provided. 

AES CPU I/F' s 

NCC 

liP's 

CYBER 

AES 
CLIMATE 

lI/W 
S/W 
H/N 
Sj<." 
H;W 
S/W 

H/W 
S/W 

12K x 72 
150 MD 
250 MD 

30K x 13 
50 MD 

in MP PPI 
35 x 2 

100 MD 
500 MD 

10K x 13 
100 MD 

150 MD 

150 MD 

175K 
400 MD 

H/W 

475K 
1700K 

2175K 

865K 
75K 

400K 
25K 

75K 
50K 

lI;W 

130K 

25K 

2SK 

17SK 

S/W 

l25K 

250K 

S;W 

SOK 

75K 

75K 

200K 

'Ibtal 1845K 775K 



Recurring Costs 

Operation 

Satellite 3K to 20K per channel 
Public Packet Network 
Local Teletype Network 
Off-Network 
Fax Chart Network 
Fax Photo Network 

$/YR 

48K to 3201( 
200K 
600K 
N/A 
lOOK 
lOOK 

Subtotal 1048 to 1320K/yr. 

Includes maintenance of circuitry. 

1. Backup calculations are: 

Circuits to Packet Service area (nK)dems 
included) 

Access costs 
Transmission Packet Costs 
Hot line Costs 

2. Contract Maintenance (1% per month on HjW) 

Satellite Network 
Packet Network I/F's 
Local Teletype Network I/F's 
(in Packet I/F's) 
Off-Network 
Fax Chart Network 
Fax Photo Network 

3. Implementation 

Description of events (SYR plan) 

Subtotal 

l50K/yR 
10K/YR 
l5K/YR 
10K/yR 

26lK 
22lK 

NIL 
N/A 

in cpr 
in opr 

482K 

Phase I - YR # 1 specification and Test (Capital outlay) 
1. System Specification 
2. Hardware Specification and System Design 
3. Implement Prototype Test Facilities Fax 

packet I/F to CHC 
packet IfF to AES HQ 
packet I/F to IP 
transmit site at CMC for National Fax and 
Hessage Traffic 
receive site at IP 
transmit site at AES HQ 

4. Monitor Test Facilities and Revise Specs. 



Phase II - YR # 2, 3 Heduce switch load; install fax d1art 
network, remove regional chart circuits, 
remove distribution circuits 

1. Install packet IIF's at all IP's to relieve switch load 
2. Install receive sites at all IP's and UP's 
3. Configure fax chart network 
4. Begin removing present fax regional circuits 

PHASE III - YR # 3, 4 Reinvest savings and capital outlay 
Remove collection circuits, renove switch 

1. Install local teletype networks 
2. Remove present collection circuits 
3. Install NCC 
4. Remove CNCP switch 

PHASE IV - YR # 4, 5 Reinvest savings and capital outlay 
Add photo images to UP's 

1. Reconfigure present photo network to fax chart network 
2. Add receive photo capability in receive sites 

Remove all regional circuits for photo imaging. 

System Spec 

Manpower requirements - for phase I item 1 

- 3 AES persons for 90MD 
- 1 Consultant for 90MD 

- for Phase I i tem4 

- 3 AES persons for 1 mth 
- I Consultant for 1 mth. 

Hardware and System Design Spec 

Manpower requirements 
I Senior Engineer - 90 MD 
2 Int. Engineers - 90 MD 
2 AES P2rsons - 90 MD 

System Checkout and ATP 

On ccrnpletion of each phase the system "ill te checked out and 
an ATP run to show the system operates within specifications. 

For Phase I item 4 - 2 Engineers 30 MD 
- 2 AES P2rsons 30 MD 

For Phase II - 3 Eng ineers 30 MD 



- 3 AES ~rsons 30 MD 

For Phase III - 3 Engineers 30 MD 
- 3 AES ~rsons 30 MD 

For Phase IV - 2 Engineers 30 MD 
- 2 AES ~rsons 30 MD 

Site Preparation 

Satellite Network - physical site survey 200 
- RF site survey 100 MD 
- licensing 100 MD 

Public Packet Network 
Local Telet~ Network 
Off-Network 
Fax Chart Network 
Fax Photo Network 

Installation 

Satellite network 500 MD 

) 

) 
) 
) 

) 

Minimal (Not a concern) 

Terrestrial network similar to Integrated Candidate, approx. 
200 MD. 

Staffing and ~rators (NCC) 

The scenario proposed is the NCC staff do all S,M support and 
fault location. Once a fault is located one of the following 
people are contacted for action: 

modem supplier 
Telco 
H/W manufacurer 

The staffing would be as follows: 

Team Persons 

Full Shift Partial Shifts 
(8 a.m. - 4 p.m.)(4 p.m. - 8 a.m.) 

Manager 2 0 
System Diagnostics & Support 3 3 
Implementation 2 0 
Planning 2 0 
Dispatch I I 
S/W Develoj:rnent 3 0 

TI 4" 

The aoove persons are total not additional to present staff. 
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Benefits 

1. Phase in program 1S suited to reinvesting saved rroney. 

2. r.a,., operatirg am capital costs. 

3. Upgradeable to two way satellite. 

4. Most suited to traffic. 

The one-way satellite broadcast option is a unique ~proach with 
the potential of offerirg the best benefit of satell1te and 
shared public networks communications technology. The system, 
as described in this section, is not optimum. An optimum system 
would include the use of narrowband two-way satellite channels 
for appropriate Users and Collectors, am would include the use 
of Public Data Networks for the relaying of charts am images to 
.the broadcast transmitters. This could rerrove mcst of the 
expensive leased circuits from the system. 

The one-way satellite option avoids many of the current 
regulatory constraints; reduces circuit costs am is a very 
simple system. It is amendable to a gradual phase - in program 
that could provide an ilTImediate return on incremental 
investments. It is also suitable for upgradirg to two-way, when 
regulations permit private transmitters. 

Comments on Present Problems and Future Traffic 

Present Problems - Message Data 

( i) Performance: 

- Speed 

- Selectivity 
RequestjReply 

- Priority 
Handling 

The one-way candidate would operate at 
relatively high speeds with upgradabil­
ity to higher speeds as required. 

All MP's, UP's am IP's will be capa- -
ble of receiving all data. By selec­
tion they will limit what they store or 
access. When unselected data is re­
quired, an expedient request/reply op­
eration will be available. 

No priority handling will be necessary. 

- Quality Control All collection data will be received at 
CMC then rebroadcast everywhere, hence 
quality control can be executed at any 
level of the system but preferably at 
CMC before the broadcastirg occurs. 



- Half Duplex 
Operation 

- Heirarchy 

- fUlled Multi­
drop Circuits 

- Reliability or 
Redundancy 

- Control over 
Switch 

(ii) Adaptiveness 

All teres trial links are error control­
led. All satellite links include FEr:: 
for nessages. 

No half duplex links are used. 

All users are interconnected equiva­
lently but the amount of data selected 
is dependent on the users requirements. 

Only the Users and Collectors are on 
polled multi-drop circuits. These cir­
cuits should l:E first converted to two­
way satellite when regulations permit 
as they are expensive and extensive. 

One-way receive only earth stations are 
very reliable and do not require redun­
dancy. The public packet network is 
also very reliable and it does inher­
ently have redundancy. The collection 
and user teletype circuits are the 
least reliable but, there are a limited 
number (5 typically) of drops per cir­
cuit, hence reliability should l:E im­
proved. The interface hardware would 
be DEC or custom CPU's which would re-
quire sane redundancy at central loca­
tions such as CMC and AES FQ. 

The proposed system requires little 
operational control but it would be 
completely qJerated by AES. 

- Flexibility of 
Interfaces The proposed interfaces are intended to 

handle custon private user needs. If 
this requirement is not necessary then 
DEC ccxnputers \~ould l:E rrore suited as 
expansion would not be needed. 

- speed Very adaptive to needed changes in 
speed. 

- High Speed 
Switch Ports Not relevent. 



- System 
Monitoring 

Present Problems - Charts 

(i) Performance 

The proposed systems I NCC would rronitor 
the state of all teletYIE networks, all 
space radio links and all interface H~q 
to the public packet network 

- Broadcast Mode Excellent utilization of satellite sim­
plex channels. Multi simultaneous 
sources for charts would be limited to 
regional plus CMC until the charts are 
forwarded to CMC via the public packet 
network. 

- Analog 

- Request/Reply 

(ii) Adaptiveness 

The proposal is to initially start with 
analog chart transmission but to con­
vert to digital. Without compression 
an average chart 12" long, would cost 
about $1.30 to relay from Vancouver, 
B.C. to CMC. (This would be about 5K 
per year fur 10 charts a day, and re-
quire 9600 BPS links). Alternatively 
with DIFAX transmission, an average 
chart would cost about 30 cents to 
relay from Vancouver to CMC and would 
use 4800 BPS links. (This would cost 
about lK per year for 10 charts a day). 
This would result in a savings of about 
lOOK per year for a capital investment 
of 1000K$ for encoders aril decoders. 

For retransmissions an expedient 
request/reply operation would be 
available. 

- National/Regional 
Structure See Broadcast Mode above. The proposed 

system is a centralized system where 
all broadcast transmissions are 
centrally sourced. However, all point-

Present Problems - Photos 

to-point transmissions are eril-to-end 
directly thru the public packet 
network. 

- Broadcast Mode The candidate is based on the present 



- Analog 

- Request/Reply 

network hence source input is limi ted , 
but all users (UP's, IP's and MP's) can 
receive all imagery. 

With a change over to the public packet 
network for relaying, all UP's, IP's or 
MP's can source photo images. 

The one-way will initially b::> analog, 
but, it is proposed to convert to 
digital, with digital transmission, 
uncornpressed, a photo (32 lines) would 
cost about $3.00 to relay from 
Vancouver to AES HQ (This would cost 
about 40K per year for 40 images a day 
and require 9600 BPS links). 

For retransmissions an expedient 
request/reply operation would be 
available. 

Present Problems - Off-Network 

Future Traffic 

( i) Graphics 

See Section 2.2.6 

The one-way candidate is excellent for 
the distribution of graphics products. 
Prepared products would te relayed to 
CMC over the public packet network and 
rebroadcast to all users. 

The collection of radar images for 
product generation ~K)uld te treated as 
for photos or charts. Radar images 
would te relayed to CMC or AES H;? and 
rebroadcast via satellite to all users. 
With digital transmission, uncompres-
sed, a radar inBge of 8 levels, 240 
lines x 270 pixels, would cost about 
$.30 per image to relay from Prince 
George to CMC. (This would cost about 
2500$/yr to rela¥ 24 images per day). 
The teauty of thlS candidate is you fBY 
for usage, hence during average weather 
conditions you transmit less and save 
money. A graphics overlay product of 5 
levels, and 256 x 256 resolution ~K)uld 
cost about 2S¢ per product to relay 
from Vancouver to CMC. (This is a cost 
of about 2200$/yr to relay 24 



(ii) Marine 
Transportation 
Support 

(iii) Dissemination to 
Users 

products [:er- day). 

See sarre heading in Section 2.2.6. 

All broadcast data is sent by one-way 
satellite henoe all non marine users 
have access to all data. 



2.5 

2.5.1 

;? 5' -I 

SUMMARY 

Basis of Comparison 

This section contains a smrrnary of the cost estimates included 
in the previous four sections. The cost estimates are 
aggregated in terms of non-recurring and recurring costs. 

Non-recurring costs include hardware purchase (at cost), 
installation and one-time software developlTI2nt. Hardware costs 
are broken dawn into transmission circuit components 
(transmitters, receivers, antennas, modems), data terminal 
equipment, \>.here ]XlSsible. Host of the data terminal equipment 
performs a switching function in connecting many input/output 
units to a cormon data circuit. 

Recurring costs include hardware rraintenance, at 1 % per nDnth 
of the purchase cost, and circuit cos·ts. 



INTEGR. ALL ONE-WAY 
CURRENT UPGRADE TERREST. SATELLITE SATELLITE 

NON-RECURRING COSTS 

HARDWARE 

CIRCUIT EQUIPMENT - I775K 7336K 2I75K 

DATA TERMINAL IN'l'ERFACE EQUIPMENT 427K I580K 576K 1120K 

SWITCHING EQUIPMENT 900K 590K 946K 725K 

INSTALLATION - 80K 1100K 326K 

SUB-TOTAL 1327K 4025K 9958K "346K 

SOFTWARE DEVELOPMENT 650K 1035K 9I0K 775K 

TOTAL 1977K 5060K 10868K 5121K 

RECURRING COSTS 

CIRCUIT 3477K 1345K 81K to 540K 1048 to 1320 " 
HAINTAINANCE I59K 475K 1063K 482K 

TOTAL/YEAR 2340K/yR 3636K 1820K 1144 to 160 1530 to 180, 

TABLE 2.5.1 COST SUMMARY 

~ 
V1" 

\ 
~ 



3.0 

1.1 

3.2 

3.2.1 

GENERAL TERMINAL EQUIPMENT REQUIREMENTS 

INTRODUCTION 

Terminal equipment is tl1e most visible part of a communications 
system, to both users and cperators. Its selection anj 

configuration will affect the implementation and acceptance of the 
system. In this discussion, summary results of a general survey 
of the equipment presently in use in the AES communications 
system, and its cost will ~ presented. Iiowever, computer 
interfaces, at CMC and at the IP's as well as the tape drives, 
switching and CFI equipment at the Satellite Data Laboratory will 
not ~ included. Since replacement equipment will depend, to a 
large extent, on the communications system anj cperational scenario 
implemented, only generic types of this equipment and ball park 
costs will ~ presented. Wherever capital or purchase oost is 
given, this cost will ~ reduced to monthly payments, with and 
without rronthly maintenance (1% of capital cost per rronth to 
provide 8 hours a day five days a week coverage, additional cost 
for off hours) cost, using two anj five year amortization periods 
and 15% and 20% interest. These monthly costs should provide a 
basis for comparison with the current equipment rental oosts. 

Software development cost (about 1 PY for AN terminals for the 
CollectorjUser sites) and project management cost, which could be 
part of the total. commmunications planning project, are not 
included in the terminal equipment cost. 

The use of interactive graphics terminals is not included here 
because it is part of a larger problem in graphics processing and 
should be looked at together with computer requirements in a total 
graphics processing system. 

ALPHANUMERIC TERMINALS 

Existing Equipment 

The alphanumeric terminals used in the AES Meteorological 
Communications System (teletype) consist of in general, Teletype 
35 ASR or R/O equipment or equivalent. The 35 ASR, including a 
paper tape perforator/transmitter, is used on collection circuits 
for the transmission and reception of meteorological information 
whereas the R/O equipment is used on distribution circuits or on 
collection circuits at receive-only sites. The 35 ASR and R/O 
equipment, other than the Extel and Centronics printers, because 
of their age and mechanical nature are generally very noisy. As 
presently configured, they also lack the selective printing 
capability. However, by the use of perforated paper tape as a 
transmission buffer, they do have the advantage of having a 
permanent copy of any transmitted message which could be repeated 
wi thout re-keying or re-punching. Because of this same medium, 
there is only very limited editing capability. (At CMC and the 



3.2.2 

3.2.2.1 

I/P's where computers are used for r~ssage preparation and 
transmission, this disadvantage does not exist). 

Colu~ 2, 3 and 4, under TELETYPE, in Table 3.1, swrrnarizes the 
existin::j equipment and rental costs at the various types of 
offices. We have not included in cor Equipment SllITI!lBry the 12 
mFOMODE 200R's that are bein::j evaluated in the Regions. These 
units are leased at about the same cost as the 35 ASR's and Cb not 
affect the estimated costs. (At sites where there is an INFOMOffi 
200R, we £BY the rental for this equipment and not for the 35 
ASR) • 

It should be noted that a number of UP's, because of their location 
and because of the nature of their operation, are served by a 
collection circuit only and not by any distribution circuits. 
These sites include Inuvik, Yellowknife, and Frobisher. There are 
also sites, both CollectorsjUsers and UP's because of their remote 
location have their equipment, or some components, backed- up. 

Although the IP's and CMC have their oomputers connected to the 
teletype circuits, they still have their teletype terminals for 
manual back-up or other purposes. Some IP's also have an RYI'P 
(Receive-only tape perforator) which was intended for producin::j 
tapes by the oomputer for transmission using the 35 ASR. An IDI'P 
is also used at CMC for the same purpose. 

In addition to terminating the two 600 b/s circuits on the computer 
and on Centronics R/O terminals, CMC also has tape units connected 
to these circuits as back-up. 

Possible Replacement Terminal Equipment 

CollectorjUser Sites 

The type of replacement equipment will depend on the communication 
system and operational scenario implemented. However, at the 
CollectorjUser sites, it is expected that an intelligent 
terminal (VOO) with a keyboard and a hard-copy device, such as a 
printer with a keyboard, would be adequate. The cost of this 
equipment is about $10 K ($5K for the VDU and $5K for the printer). 
This equipment could be used as interactive terminals or 
termininals on multi-drop broadcast lines. If not used in an 
interactive mode, this equipment must be capable of being 
programmed to provide selective printing capability or capable of 
bein::j addressed for data reception purposes. For data entry, it 
must have adequate transmission buffer space and be able to provide 
editing, form filling, data validation, quality control 
capabilitities. About one PY may be needed to develop the soft­
ware for this data entry/reception function. An example of this 
device would be the CNCP marketed INFOMODE 200R with a printer. 



I 

TELETYPE ,..- -.... PHOTO FAX 

TTY CNTRNC! MUIR- I M U I R-
I HEAD HEAD • 

A 5 R RIO 306e ! K560 K470 I 
• 

1 3 ! 1 M/P (C M C I 900 
600 ! 300 600 

;< 
'1 ** ,++ ~1 - 2 2 

II P I 900 400 00-600 200 600 

1 

I UIP 300. 100 

COLLECTOR I 1 

USER 300 

1 I I COLLECTOR 
300 I 

#":J. ! 
. 1 

1001 I I USE R . ,,~ 

• 

I I I 
! I 

I , I' 
* DEPil:DItiG ON TP.z NL1'J3t.R OF COLLECTION CIRCUITS S~;.tl.Vn;G SITE. 

** V MCOUV ill HAS TWO. 
+ J:;Dt-:ONTOil HAS THtE::. 

++ VAHCOUVill, EDhONTON, AND HALIFAX ONLY. 
# HAL IF IJ( HAS NOl." A1iD MONTREAL HAS TWO. 

## NOT ALL u/p's HAVE RADA!t Rt.CORDERS. 
### US::R3 (FRIVATE) YeAY HAV" ANY NUMBER OF ANY RECEIVING 

&~UI p.·..an D.r::PEtmING ON THEIR RE;<UIlGHENTS. 

NOTE: COST,,) IN BRACK..o:TS ARE PURCHASE PRICES. 

r-- WX FAX 

ALDEN ALDEN 

927 1 
H/AE 9 1 6 5 L 

4 3 
2400 ,3000 
1200 2100 

2+ 
1200 2 

2000 
600 1400 

1 
600 
300 

I 
LEGo:tlD : 

T/lBL::.?J. EXIST ItiG .r:::';UI R~iT AND COST AT VARIOU.3 THE OF OFF rCES. 

I 
I , 

I 

RADAR 
\ 

ALDEN ALDEN 

95000 92905 

2 , 
2000 

1 I! 

(US 6KI 

1 #Ii 

(US 6KI 

I 
NUNEER 

MAX. COST/xONTE 
MIN. COST/:10NTH 

OR 

NilllBER 

COST/~.oNTH 

,..-OTHER5-., 

4TDR 1 ROT P 

1600 101 

1 ROT P 

1 0 ( 

I 
I 

.[.. 



3.2.2.2 

3.2.2.2.1 

3.2.2.2.2 

Because of the geographical distribution of the CollectorjUsers 
sites, static might be a problem at some locations, these 
terminals, either through hardware or firmware, must be able to 
overcome interruptions caused by static discharge otherwise air­
conditioning and humidity control may be required. 

Figure 3.1 shows a possible configuration of this equipment. 

User Processor Sites 

The choice of p:>ssible replacement Equipment at the user/processor 
sites will depend on the communications system and operational 
scenario. Two possible scenarios are: 

(1) interactive access to Regional Computer database, and 

(2) local database for on-site use. 

Interactive access to Regional Database 

Under the interactive access scenario, no on-site magnetic 
storage-retrieval facility is required. This system will depend 
on the reliable operation (availability) of the regional 
facilities and does not provide the UP sites with meaningful 
capability for data collection/distribution (other lueans such as 
telephone, telex etc. could be used). Figure 3.2A shows a possible 
configuration of equipment at a UP with a single work station. It 
consists of a VOO and a printer. The latter, provided with a 
keyboard, could be used as a back-up for the VDU by a switching 
ar!"angement. Figure 3.2B shows a configuration for a station I-lith 
two work stations, consisting of two VDU's sharing one printer. 
The printer in this case needs not have a keyboard because the 
VDU's can provide back-up for each other. Figure 3.2C shows a 
p:>ssible configuration for a station with three work stations, 
consisting or three VOO's sharing two printers. 

The cost for this Equipment for a site with one work station ~s 
about $8 K, with two work stations $llK and with 3 work stations 
$l9K giving an average of $8.6K per site. 

Local Database for On-Site Use 

Under the local database for on-site use scenario, alpha-numeric 
inEormation is generally distributed from some rentral or regional 
location in a broadcast mode and extracted and stored on local 
magnetic storage devices for local enquiry/response use. 
Information not generally available could be requested from a 
central or regional site. The intelligence and storage required 
and their cost are included with the various conmunications system 
candidates and need not be discussed here. With the required 
facilities already provided or included as part of the 
communication system, the terminal equipment required under this 
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SWITCHING ARRANGEHENT WOULD ALLOW PRINTER 
TO BE USED AS BACK-UP. 
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scenario is similar to that reguired under the inter-active 
scenario discussed in the preVlOUS section and are shown in 
Figures 3. 2A to 3. 2C for sites with one, two and three \\Qrk 
stations. 

The equipment cost is the same as for the interactive scenarial or 
about $8.6K per site. 

Intermediate Processor Sites 

Most IP sites are already equipped with dual processor 
Hewlett-Packard systems. This facility already provides 
interactive access to computing power and to the regional data­
base for operational and developmental \\Qrk, both for the IP and 
co-located UP and SSD units. We have therefore not included the 
terminal equipment requirements in this discussion. The added 
computing facilities to handle other communications functions are 
included in the candidate systems and are also emitted. 

3.2.2.4 CMC 

3.2.3 

3.3 

3.3.1 

Terminal equipment requirements for CMC is not considered because 
interactive terminals are already available there (AES owned) and 
because of other activities currently underway to up-grade their 
facilities. Switching and control facilities at CMC for the 
various candidate systems are discussed separately in the various 
proposals. 

Cost Comparison 

Table 3.2 summarizes the cost for AN terminals. In order to 
provide a basis for comparison, the estimated purchase costs for 
the t\\Q options, based on the discussion in paragraphs 3.2.2.2.1 
and 3.2.2.2.2, have been converted to rronthly payments, with and 
without maintenance (1% of purchase price per month) at 15% and 20% 
interest amortized over two and five years. From these figures, it 
can be seen that the monthly cost, including the 1% maintenance 
costs, for both options A/Nl and A/N2 are comparable to the present 
monthly rental cost if the capital costs are amortized over five 
years, at 15% or 20%. However when amortized over two years, the 
monthly payment is 60% to 70% greater than the current cost. 

GRAPHICS EQUIPMENT 

Existing Graphics Equipment 

AES is currently using analog facsimile equipment for the 
transmission and reception of weather charts and other pictorial 
information over paper facsimile circuits. The scanner or 
transmitter is Alden 9165L (CMC also has three computer facsimile 
interfaces or CFI's, made by Muirhead, which alIa-; direct facsimile 
transmission using the NOVA 3/D minicomputer. The cost 
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FIGURE;',2A. POSSIBLE ALPHANUMERIC TERMINAL EQUIPMENT 
CONFIGURATION AT ulp SITES FOR ENQUIRY IRESPONSE 
OPERATION. ulp SITE,HAS ONE I,ORK STATION. 



FIGVRE3.2B. AS FOR 2A Bur FOR vIp SITE WITH TWO WORK 
STATIONS. 
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FIGURE;l,2C. AS FOR 2A BUT FOR u/p SITE WITH THREE 
I;QRK STATIONS. 
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NO. COST COST COST 

H/P (Ole) 1 2.6K/" 
2. .6K/H 

Coat Per Site 
Sub-Toed 

( ", 13 0.8K/M 
10.4K/}1 

CMt Per Site 
Sub-Total 

( u/P " O.'''/H 8.61':: 8.6lC Coat PeT S1u: 
2S.SK/t< 619.2K 61 'j. 2K Sub-Total 

( 
COLLEC1'OR '" a.llt/H 10.0K IO.OK Coat Per Site 

US~1i. 89.4);:/H 2980.0K 2980.0K Sub-Tot.al 
( 

TD1'AL 1:3 1. 2.S:/H 3599.2K 3599.2K 

( 

r 15% Uf!o no. SKIM 21O.SK/H Monthly Payment with maintenance 

- AM5RHZATION 174. SKIM 174.SK/H Honthl,. P.YIIU!Qt 

C 
~t UiT. 

. aHUTION 
12t.6K./H 121.6K/H Monthly Payment with ~1nteu.nce 

as.6K/H 85.6K/H Hooth! y PaYlllent 
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201 IN'!. 219.2K/H 219.21t/H Honthl1 Payment ~th maintenance 
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AHOartu.nON 95.loX/H 95.4K/M Monthly P_Yllleat 

Table3.2 ESUl1AUD AJN TERMInAL EQUIPMENT OOST 

OPTION A/N 1 - BROADCA..ST TO vIP AND COU.ECTOR/USI!:R SIUS 
OPTION A/N 2 - BROADCAST TO COLLECTOR/USER SIrES. U/P SlTES HAVE 

INTER-AC!IVE ACCESS TO I!P'. 
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3.3.2 

about $14K, for this facility is not included). The analog 
facsimile recorders are Alden 9271H/AE's. These are also two Alden 
9500D digital facsimile recorders connected to the U.S. digital 
facsimile circuit at CMC. The cast for this equipment is given in 
columns 6, 7, and 8, under wx fax, in Table 1. There is a range 
for the cost of the Alden 9271H/AE and the Alden 9165L equipment 
because of the difference in age of the sets. Most sets in the 
AES/DND sites are leased at the lower cost. 

Possible Replacement Graphics Equipment 

In this discussion, only facsimile equipment will be considered. 
Graphics display devices and digital plotters are t~t included 
because they belong properly in the analysis of graphics proces­
ing and should be looked at together with computer requirements in 
a total graphics processing system. 

There are basically two types of facsimile equipment, namely ana­
log and digital. Digital equipment, because of the need for 
encoding and decoding devices tends to be more expensive than the 
analog type. Table 3.3 summarizes the present cost and the cost 
for the analog and digital options. It may seem that the cost for 
the analog option should be the same as the present cost, because 
it involves no change in equipment and no increase in service. 
However, if a new system is installed, it is not likely that the 
current rental costs can be retained. For both options, we have 
allowed three transmitters at CMC, and two at each IP. The cost for 
an analog transmitter is about $29K and a digital transmitter, 
including an encoder is about $75K. The analog facsimile recorder 
is about $8K and the digital facsimile recorder, including a 
decoder is about $26K. We have allowed four recorders for eM::: and 
two for each of the IP' s as well as one per UP. The number of 
transmitters and recorders for costing purposes are similar to 
those presently available at each site. 

In order to provide a basis for comparison, the capital costs have 
been reduced to monthly payments (with and without maintenance, 1% 
of capital cost per month) by amortizing them over two years and 
five years at 15% and 20% interest. The monthly payment of the 
digital option, with the 1% maintenance, when the cost was 
amortized over five years is more than three times the current 
cost of $52.9 K,IM and when amortized over two years, this goes up 
to more than five times. The increase in cost for the analogue 
option, on the other hand, is minimal when the cost was amortized 
over five years and is nearly double when amortized over two years. 
This increase in cast for the analogue option reflects the increase 
in equipment purchase price. 

It is perhaps lvorth nentioning that the encoder and decoder for 
the digital equipment quoted are hardwired devices and accounts 
for about one half of the cost for the transmitter and recorders 
(in other words the encoder is about $37K and the decoder is about 
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3.4.1 

3.4.1.1 

3.4.1.2 

$l3K). It is reasonable to assume that a micro-based encoder and 
decoder would be considerably less expelillive. 

Depending on the communications system implemented and depending 
on hON charts from eMC and tJMC are to be delivered to the UP's, 
some retransmitting or relaying or switching mechanism may be 
needed at the IP's. This cost is not specifically included in the 
estimated cost here and allowances could be Hade in the switching 
facilities (either centrally or regionally) for this function. 
Also depending on the communications system implemented and how 
charts from eMC and NMC are to be delivered to the UP's, some 
larger UP's may require more than one recorder. 

IMAGERY EQUIPMENT 

Radar Imagery Receiving Equipment 

Existing Radar Imagery Receiving Equipment 

Radar imagery recording devices currently in use within AES/DND 
are made by ALDEN and CMned by AES/OOD. These units currently 
sell for about $9K each. There are currently 16 units, excluding 
those at the radar sites (22 including those at the radar sites), 
in operational sites, both UP and IP's. The disposition of these 
units are shown in Table 3.4. 

Possible Replacement Radar Imagery Receiving Equipment 

In the proposed equipment distribution, as shown in Figure 3.3, 
each UP will have a receiving device connected (or having access) 
to the radar site which best serves its area of responsibility. A 
dial-up facility would provide back-up information from another 
site if regular information was not available for any reason. One 
receiver with dial-Up facility at each IP would allow the latter to 
access any site within the office's area of interest or 
responsibility. 

Two different types of recelvmg equipment are considered, these 
are digital imagery display devices and anolgue facsimile 
recorders. Under the analogue q:>tion, the present Alden type of 
recorder is used for costing although a smaller version, using 
dial-up and producing a 6" x 6" image, costing about $4.5K is also 
available. The cost of $l4K per unit for the digital imagery 
display device is based on a quote from a manufacturer for a one 
of a kind unit based on the system presently used in the AES 
Downsview lobby. Since the manufacturer must recover its R&D 
cost, and since the estimated cost for parts is only about $7K ($4K 
for the rroni tor and $3K for other parts), it might be reasonable to 
assume that the actual cost for these units could be mudl less than 
the $14K quoted. It should be noted also that this device does not 
provide hardcopy facility but that it can be provided. 
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RAYTHEON RADAR SiTES 

LOCATIONS 

I. CIIRP 
OTTAWII I/IIIRI'ORT 
CFB OTTAWA (DND) 
C.P.Q. 
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ONTARIO HYDRO 
CFPL TV S 
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OQWRFOOI 
IN 
IN 
IN 
IN 
IN 
IN 

VQWRfD02 
IN 

SNFlJ639 
IN 

RAWRF004 
IN 
IN 
IN 
IN 

TXWRF003 
IN 
IN 
IN 
IN 

6. WOODBRIDGE CCFDC85613 
NALTON (O.W.C.) IN 
ONTARIO HYDRO IN 
O.N.N.R. QUEENS PARK IN 
METRO TORONTO ROADS 

7. WOO[lBRIDGE (DIGITAL) CCFDG12068 
A.E.S. IIQ. (LOIlBY~ IN 
HALTON (O.W.C.) ,'I IN 
ROGERS CABLE TV IN 
O.H.N.R. QUEENS PARK IN 

8. A. E.S. SCEPTRE LAR 
AES KAINTENANC~ BRANCH 

CURTlSS-WR IGIIT RAllAR 

I • IIALIFAX AIRPORT 
BEDFOIID 

2. WINNTI'E(; A THORT HTS-73FDC602 
WINNIPEG PRWC IN 

3. EO~IONTON A I R PORT UXWRF005 
.... RGYLL CENTRE IN 

E X IS TING 
RECORDER/CRT 

ALDEN 
ALDEN 
ALDEN 
ALDEN 
ALDr.N 
f1llllUIEAD (LEASED) 
ALDEN 
HUIRHEAD (LEASED) 

MUIRHEAD (AES O\,NED) 
(2) MUIRIIEADS (LEASED) 

ALDEN 
ALDEN 

ALDEN 
AL!)EN 
AL!)EN 

AUlEN 

ALDEN 

ALDlcN 
ALDEN 
ALDEN 
fllilRIIEAIJ (LEASED) 
MUIRHEAD (LEASED) 

NliTRllEAD (DRYPAPER) 
ALDEN 
fllJIRllEArl (LEASED) 
flll1RllEIlD (LEIISf,Il) 
MUIRHEAD (LEASED) 

CRT 
CRT 

ALDEN 
AUlEN 

SInS 

IILllf~N 

ALDEN 

IIWEN 
ALDEN 

TO BE 
INSTALLED 

RECORUlcR/CRT 

ALDI':N 
ALDEN 

GHT 
CRT 



RADAR SITES 

DED ICATED 
DIAL-UP 

DIAL-UP l ~' 

UIP'S RCVR 

RCVR 

, 
FIGURE 3.3 POSSIBLE ARRANGEMENTS OF RADAR IMAGERY 

RECEIVING EQUIPMENT. 

II P'S 



3.4.2 

3.4.2.1 

3.4.2.2 

Table 3.5 sllIlnllarizes the cost for radar receiving equiprrent. Of 
the 13 IP and 72 UP sites, there are some 25 locations where radar 
coverage is not available. The estimated cost can therefore b::> 
reduced by nearly one third. There are IP's, such as Ie Centre des 
Previsions du Quebec and the Ontario Weather Centre, where, b::>cause 
of the availability of or proximity to radar sites or other 
reasons, have more than one radar receiver now. Consideration will 
have to b::> given to providing these centres with the sane level of 
service as presently available. 

Photo-facsimile Equipment 

Existing Photo-facsimile Equipment 

SDL currently interfaces to the photo-fax circuit using two tape 
units and five computer facsimile interfaces. Other transmitting 
sites such as Vancouver, Edmonton and Halifax each have one ~luir­
head K470 transmitter. Display units are Muirhead K560 photo 
recorders. Unifax II recorders are currently under evaluation. 
These units are cheaper to purchase or lease and to operate and may 
eventually replace the K560's. Photo-facsmilie equipment, 
excluding those at the Satellite Data Laboratory, and cost are 
summarized in columns 4 and 5 under photo-fax, in Table 3.1. 

Possible Replacement Photo-facsimile Equipment 

There are basically two types of photo-fascimile recording 
devices, namely, analog and digital. Because of the information 
content of a satellite photgraph, unless a very effective means of 
data compression is available, transmission in a digital mode is 
not very practical. Even if digital made is used, analog receiving 
equipment will still be usable through the use of a decoder or 
digital-to-analog converter. Therefore, only costs for analog 
equipment is given. 

Table 3.6 sumnarizes the cost for the photo-facsimile equiprrent. 
Under option PI, where the current equipment (i.e. Muirhead K470 
transmitters ill1d Muirhead K560 recorders) are retained and the 
service is extended to all 72 UP sites by adding a K560 to each 
site ($30K each), the total purchase price, including the cost for 
the K470 transmitters at $9K each, is $2697.0K. Under option P2 
where the K560's are replaced by the less expensive UNIFAX II at 
$18K each, the total cost is only $1665.0K. It can be seen that 
the cost for PI is more than It times the cost for P2. When 
reduced to monthly payments using 15% and 20% interest, arrortized 
over five years and 1% of capital cost for maintenance, the cost 
for PI is some 7 times the current cost and for P2 the cost is just 
over 4 times the current cost. When amortized over ·two years, 
these figures becorre approximately 12 times and just over 7 times. 
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C 

C 

r 

M/P (OC) 

lip 

U/P 

OJ!LECIDR 
USER 

'IDrAL 

15\ Hll'. 
2 yr_ 

AMJRTI7.ATlOO 

15% I!'n'. 
5 yr. 

AI-ORTlZATI(t;' 

20% INT. 
2 YR. 

A/'oOR:rI z.t..l'r a-; 

20% nrr. 
s YR. 

AMJRl'IZAl'IOO 

PRESENT 
1>:)_ = 

O.6K/M 
O.6K/M 

13 I.OK/1"! 
I3.0K/M 

72 0_ 

298 0 

13 .61</1'1 

Table 3.6 

OPl'lCN ----OPI'lrn 

PI P2 

= = 
30.0K/M la.OK O:lst Per Site 
30.0K/M IS.0K Sub-Total 

39.0K/M 27.01< Cost Per Site 
507.0K/M 351.0K Sub-Total 

3O.0K/M 18.0K Cost Per Site 
2160.01</1'1 1296.01< Sub-TotaI 

Cost Per Site 
0 0 Sub-Total 

2697.0K/M 1665. OK 

157.BK/M 97.4K/M ~y Payrrent with rmintenance 

130.BK/M SO.7K/M !-k:nthly Payrrent 

91.2K/M 56.3K/M l-blthly Payrrent with n-aintenance 

64.2.K/M 39.6K/M M:nthl Y Pa yrrent. 

164.3K/M 10l.4K/M Mcrlthly Payment with maint.enance 

137.3K/~ 84.7K/M J'ot:rIthly fE.yrrent 

98.SK/M 6O.BK!M M:lnthly Payment with rraint.enance 

71.5K/M 44.1K/M fo'a1thly Pa~nt. 

ESTIMPoTEO ?iJ'!O t'A.'l( EUJIPMEm' COST 

OPI'IOO PI - ANAl.CG vrrru SERVICE EX"I'ENDED 'to "ruE 72 U/p's 
OPTICN P2 - AS :ill CPTICN PI Etr.' ~ KS60's WIn! UNIFAX Irs 



3.5 

3.6 

3.7 

3.7.1 

TELIOON TERMINALS 

Telidon is a Canadian videotex system incorporating graphics and 
imagery capabilities using POI (Picture Description Instructions). 
AES is currently evaluating this system for internal and external 
communications. As part of this evaluation, work is in progress 
to adapt (or convert) graphics software packages in use within AES 
to produce images described by POI code. A report from the Telidon 
project team on the possible uses of this system would be 
appropriate. 

Current prices for an elaborate user terminal including a modem, 
decoder and TV RGB input is about $3.5K. Adding an average quality 
monitor at $4K (as the one used for the radar display device in the 
lobby at AES Downsview) would bring the cost to $7.5K. Lower 
quality mass produced terminals including a 13 inch colour rronitor 
might be available this year for about $3K. 

for comparison purposes, the radar display device presently in use 
in the AES HQ lobby is $14K. This device has a maximum of eight 
frames of imagery for fast display. To add this facility to a 
Telidon terminal could increase the cost by $lOK per unit. 

OI'HER OEVEIDPMENT 

A Canadian manufacturer is presently preparing an unsolicited pro­
posal to develop a system whereby information received over an an­
alog facsimile circuit can be digitized and stored on magnetic 
storage devices for later output to a hard copy device such as a 
facsimile recorder or to a soft copy monitoring device. It is 
understood that this system will likely provide the capability to 
overlay various fields and/or images for display. However, no 
other detail ~s presently available. 

Depending on the ultimate cost and capability of this system, it 
might be applicable at IP and larger UP sites as a weather 
facsimile, radar facsimile and/or photo facsimile recorder/ display 
device. 

SUMMARY 

Comparison of Total Costs 

Tables 3.7(a) and 3.7 (b) summarize the comparison between the 
estimated present cost and two options for possible replacement 
equipment. Wherever applicable, the costs have been reduced to 
monthly payments using a 5 year amortization period at 20% 
interest plus a monthly maintenance cost of 1% of the capital 
cost. This 1% maintenance cost is understood to be the minimum, 
providing an eight hours a day, five days a week parts and labour 
service. Work done at off hours will be chargeable at aver t:iJne 
rates. 



Present Equipment Proposed Equiprrent 
Cost Cost Increase 

Alphanumeric 131.2K/M 131.4K/M O.2K/M 

Vieatherfax 52.9KjM 6O.5K/M 7.6K/M 

Photofax 13.6K/M 60.8K/M 47.2K/M 

Radarfax 5.2K/M 28.0K/M 22.8K/M 

'IOI'AL 202.9K/M 280.7K/M 77 .8K/M 

Table 3.7 (a) Sunrnary Cost Canparison of Tenninal Equipment -
Analogue Equipment for Weatherfax 

Percentage 
Increase 

0 

14 

347 

438 

40 



Present Equipment Proposed Equipment 
Cost Cost Increase 

Alphanumeric 131. 2K/M 131.4K/M O.2K/M 

Weatherfax 

Photofax 

Radarfax 

TOTAL 

52. 9K/~1 176.2K/M 123.3K/M 

13.6K/M 60.8K/M 47.2K/M 

5.2K/M 28.0K/M 22. SK/H 

202.9K/M 396 .4K/M 193.5K/M 

Table 3.7 (b) Summary Cost Comparison of Terminal Equipment -
Digital Equipment for Weatherfax 

Percentage 
Increase 

No 

233 

347 

438 

95 



3.7.2 

In arriving at the costs for the replacement equipment in Table 
3.7 (a), we have assumed: 

1. VIlU(s) 
sites; 

and hard copy device(s) at UP and Collector/User 

2. analog equipment for weather facsimile; 

3. UNIFAX II type recorders for photo facsimile; and 

4. analog recorders for radar facsimile. 

In arnVlng at the costs shown in Table 3.7 (b), we have replaoed 
the analog equipment with digital equipment for the weather 
facsimile network. The other figures are the sarre as those in 
Table 3.7 (a). 

The total cost for the replacement equipment in Table 3.7 (a) is 
$280.7K;M and in Table 3.7b (b) is $396.4K;M, whereas the estimated 
current cost is only $202.9Kft4. This represents a $77.8K;M or 40% 
increase for the analog option and a $193.5K;M or 95% increase for 
the digital cption. The $123.3K/M increase to change the weather 
fax to digital represents the greatest increase (if analog 
facsimile is retained, the increase in cost for weather fax 
equipment is only $7.6K/M). 

Increases or changes in Services or Facilities 

For a $77.8K;M or 40% increase in equipment cost, the following 
changes or increases in services or facilities will result: 

1. improved information handling capability at UP and 
Collector/User sites; 

2. some back-up capability for alphanumeric equipment at UP and 
Collector/User sites; 

3. photo facsimile at all UP sites ($47.2K;M or 61% of 
increase) ; 

4. radar facsimile to all ur's and IP's ($22.8K;M or 29% of 
increase) • 

The increase of $7.6K;M for the weather facsimile equipment results 
fran changes in costing and will not provide any increase or 
improvements in services. 'lb change from analog to digital for the 
weather facsimile would further increase the cost by $115.7KjM to a 
total monthly cost of $396.4K;M giving a 95% increase in~ the 
current cost, with the increase ($123.3K;M) in weather facsimile 
equipment cost accounting for about 64% of this increase. 



4.0 NE!W)RK OPERATIClL'<S 

Two basic aspects of networks operations will be reviewed In 
this mapter. They are: 

1. Operational IlB.intenance, the rrnni taring of system 
function, circuit (or the equivalent) status and quality, 
doing preventative IlB.intenance, diagnostic testing, fault 
location, repair dispatch, trouble-report response, and so 
on. Experience in similar networks has indicated a staff 
of approxirrately 30 for seven-day-a-week, twenty-four hour 
a day operations. 

2. Functional update, the addition and deletion of users, 
processors and collectors; rerouting and rescheduling of 
traffic; network software maintenance, debugging and 
updating; creation of new application programs for tile 
networks, and so en. 



5.0 

5.1 

SYSTEM ASSESSMENT WITH RESPEcr 'ID CRITERIA 

INTRODUCTION 

This section of the Phase II Report presents quantiative and 
qualitative assessments of the Upgrade, Terrestrial and Satellite 
options. They are assessed and oompared on the !:esis of: 

cost; 
flexibility; 
implementation; 
risk; 
Canadian interests; 
reliability; 
security; 
constraint; 
acceptability. 

as well as rreasures of system util ization· and solutions to 
currently outstanding problems. 

The systems have been described in Chapter 2 and the above 
criteria in the Introduction. 

The oost of implerrenting a new system, from approval for detailed 
design, to introduction of new equipment in the field, to complete 
changeover has not been calculated. It is dependent of the 
duration of the planning and phase-in periods, and the degree of 
committment. 



CRITERION 

1. Cost 

a) ~t.a-.! 

0) 

0) 

HW - Switching functions 
- station equipment except 

for terminals (costed 
separately) 

Non-::ecurring 

EN develcpner1t 
Site prepacaticn 
Inst.3.11ation 

Recurri.rq 

Ci::-cuit costs 
~ilintainance 

(1 per c:er:t [:er rronth of h'W) 

2. PlexibilitJ:. 

,) 

b) 

.:::) 

Ji 

potential to accamodate 
'Jrowth in existif):3' 
traffic or number of 
current locations 

ease of accom:xlat ing 
changes in traf f ic rout Lng 
an::! SCheduling 

d::lil tty to ac=nxh.te 
ne·,.,r (unkflC"1Wn) seevLcQS 

~'OV t ~ Lon Fm:' ron-~ 

'I~j.~r '(,:'::''',3'~ 

UPGP.ADE 

1327K 

650K 

197/r, 

3477K/Yt" 

159K/yr 

J536~h-r 

- 1 i ttle ex:::e,;s capacity 
- dc~nds on ~~e ~~itch 
- inccemcnt~ dce di:ficult 

for fax a~:: L"11iIgcry 

- new I.lset:'3 C-'lll b2 €asily 

added 

- not as difficult as 
before - deperrls en S>iitch 

- centrally controlled 
chdnge~:; at :::ne location 
only 

- a;,;coll:)<.i~ t~:l ;; hCe-Tlecll by 

add inq' to sys tl'ln 

- l:ltl.!rn.:li ?': 
- sepaciJ.tc r.~t: .. or)r..:; 

- intt!cfdC~ ,'Jt'"ohl.![1l..-'-; 

TERRESTRIAL 

3945K 

lO35K 

BOK 

S060K 

U45K!y~ 

475K/yr 

IB2DK/yr 

- t.....-o-fald increase .... ithin cur::-ent 

capacity, then step increase 

in cost 
- increments are difficult for 

Eax an:l imagery 

- r\e\o{ users can te added 

- provides reg ion.a.l flexibility 

- may require inteC'--regional 

coordination 
- changes rrust b: o::::mnuniCdted 

to all switches affected 

ea.<;ily xcOlro:1.;1t~ if ~i'Jital, 
to limit of exco?SS bit 

cap'lClty 
- intl?'lcdted with O~r t.rofh...: 

~lexi.hl<:- QICP, t;:lX, di,".:-Ln - drop tram nt!,~(F.'s': [P Or [JP 

SATELLITE 

S858K 

910K 

1100K 

lOB6BK 

:31 to 5401< 

l063K/yr 

1144 to 1603K/yr 

- large excess capacity 
- expands very easily via 

incredSed data rates 
and/ae circuits 

- all services can te 
e:<panded 

- ne..r si tes can te a::.'Ided 
easily 

- centralized control 
- changes at one l.oca t ion 
- broadcast rroCe prOllicEs 

fle:<ibility at local 
levels 

new chann01s edSily 
added 

- both anaIcg -'lrd di'F ':. -, 1 
ava LIable 

use c-o .... -n,cd grourd 
station, geOc]t"af.Jl". i.e 
irrk:[)f!rdence 
land-tine drq) to 

4020!( 

775K 

326K 

SInK 

Cl2-w..o\Y SATE~1'E 

1048 to 1320K 

482K/yr 

1530 <:0 1BOZK/y:::-

- Bt:"Oadcast channels have 
large capacity 

- extra channels easily added 

- any user with ~propeiate ground 
station equipment can receive 

- message/inbeeactive obtainable 
by drop on existing circuits 

- access to central switch through 

PPN st~aightfocwa~ 
- addition requires ropro.]t"a.ITl'I'.ing 

of switch 

- central switch rep('CX3rarrmable, 
dr::::wnloadirq of intecface program 

- satellite oontent easily changed 

- terrestrial network has point-to­
point flexibility 

- sat~llite com hnJ,~dcast ,my traffic 

.1CCr'S:> to ccnt!:"al 5¥litc. .... thr"JUqh p~~ 

clOd r<':-':"C'iv~ cnly jcollnd stations oc 
via land-Lir>.' ~ccrn ne.1c'~st ':rCJuru 
5t3ti.'?fl -



CRlTERIOO 

l. Implementation 

.) Ease of transition 
(phase-in) 

b) Training !:"equirem=nts 

4. Risk 

., 

bl 

cl 

cl 

PotentiCll i.n'Jest.~n~ loss 

I''CObabLlity of actually 
;reeting needs wit.h.in 
budget cos ts am estir:D ted 
t'irrEs (at aFQ) 

con£iden~ in technical 
feasibility 

effect of en"ors in 
tr:3.Efic estimates 

~ 

- ci!:"cuits easily .:dded 
- new switd1 can pick up 

services one-by-one 
- change of carrie!:" 

difficult 
- p!:"agr.tatic !:"esponse to 

proble!1lS 

- few 

- may not l:e canpatible 
with long-term goals 

- high 
- depends on AFS resources 

upgrade cannot meet all 
!'equi!Celrents perfectly 

- high 

- high for fall, CNCP to 
I.? 's 

- !.,~ for lJ.P .. 's ,,:'Kl Batch 

TI:R.Q£STRIAL 

step-wise, C1: IfF to II' 
- regional develcprr.2nt; IP 

I/F to UP 
- run in paral!..-=1 with existing 

system -mtil !:"egion Q:)Vcred 

little, syst~ would appear 
similar to cperatocs 

- rrore digital H. .. at regions 
- :'Ie t'ooIork -contro 1 is new 

- moderate - significant 
developnent (IP I/f and (''P lJI'E) 

required tefore first q:>ecaLon 

- llO:'lerate 
- both HW arrl SI'; developrrent 

required 
- distributed systen softwace 

is oomplex 

- medium 

- low, due to IoQrs t case <±s ign 
Ip-IJP li~ mi'Jht !r.: incrNsF!d 
from 48:10 to 9600 

SATELLI'IE 

- sl::.ep--.... ise, 0(: IIF 
- can proceed s i te-by-

site, rot regionally 
limiteel 

- max. ~ic rencfits 
- can introduce broa::l.CdS::' 

(one-way) to start 
- fo11000' by replacenent oE 

mst expens i'le l.a:-cl­
lines 

little, system would 
ap~a" vet]' similar to 
operators 

- introduces RF Equipaent: 
on-site tern trainirg 
t:'e-.::jui1:'W 

- mode~ate - 'C~' grounj 
stat ion plus one or t...o 
srraller stations 
required 

- have re-sale value 
- service can be 

demcrstrated with exist­
irg facilities 

- possible use of lard­
lines for interactive 
u'" 

- high 
- HW can t:e accurately 

priced 
- switchirq software 

develcprreot required, 
but much simpler than 
distributed data network 

- high 

- virtually rene, systt"~ 
has consideo.:.-ilile eXCf"-3';; 

capaci ty 
- im.eracti.ve traffic 11UY 

resu Lt in growth of 
lard line use unt i 1 
=rri.-=d bj satel Ute 
chdnnr>.l.s 

CNE-tiAY SATELLITE 

- satellite o:mponent can be 
intrcduced with current 
system 

- littLe, users of broadcast 
data would have to leam .. how 
to extract relevant data 

- JS with all-sat-:llite 

- accurately '::ud;letable 

- proven techno Logy 

3.5 with all-s<lt~Llite, 
terrestrial cclr.ries 
:easolld.r,Lc .-11[3 lO-:l-J 



CRITERlCt~ Ul'GRADE 

5. Servi!9 of Canadian I!J~ 

al 

01 

0) 

dl 

el 

shared services and 
facilities, possibllity, 
irrpact 

[-Qtent ial fat:" "oontracting 
oot" 

canadian content 

Industrial/government 
p?l i.cy 

E:<pect [X)tential 

6. Reliability 

a) 

01 

01 

COITfOnent - redun:1ancy 

Vulnerability to 
critlcal failure 

~inta.inabi. Lity 
(sec Cha,pter 4) 

- pci'late tiroe service fran 
carrier 
sharing effected by carrier 

- leased facilities 
- switch is contracted 
- design, planning is internal 

- Canad ian carrier 
- US equiprent 

- r:.il 

- nil 

- two systeITG: 
switch arrl r<:!'Jions 

- carrier circuits 

- single central switc.'1 

- carrier resl;X'lllsibi.iity 
(adeep.lei tr:-) 

TERPLS'l'R1AL 

- sharing feasible within ~ckb:ne 
- regions limited. by capacity, 

but can t:e shared to capaci ty 
- sharirq COJld lead to 

developme:'lt of exterrlcd 
government data nebNoDc 

- high 
- must contract IP IfF am OTE's 

- Canild ian suppliers COllld 
provide IF' and OrE m and SW 

- Data collJTllmi.cat.ions is 
currently a maJOr Canadian 
imustrial ?=ior:ity (eC?, 
'I'CI'S, !!>JR, Thl ioon, etc.) 

- high, for developed syst~~ 

- computer: - like equipment: 
diagnostic pragcarns, spar$ 

- no singk critical canponent 
- region is "lost" iE IP I/F' 

goes d<>;n 

- special HW/S' "£!o..fUice3 in­
bo..lse eXp!-.,rtise 

SATEu..ITE 

- sharing of lTOS t grourrl 
stations essential bO 

ecorctilical sys tern 
- potential goverrurent 

satcan system (!\ES, "OT, 
RQ1P, CND, etc.J 

- high 

- Canad ian contractoc 
- ;uajor-ity of equiprrent 

availahle t.l-u:"ough 
Canadian manufacturers 

- space CO!ltlun iea t lOrE is 
currently a major 
canponent of Canadi:'l:l 
goverr.rrent tnlicy 

- ~igh 

- all receivers and 
transmitters redunda~t, 
::Iuto-switched 

- 'Ole' switch has hOt 
starrl-by 

- grourrl stat ions all to 
intecnational space 
standards (Hi-rel) 

- central swi tdl. 
- if satelli.te -lost", 

W'oole systen goes rut 
(likelihcQ:j reTOte) 

- dial-up teleph::lne bes t 
erergeocy tack-up 

- simpk 
- :TO'3u1:lr rquipment 
- all critical S/W 

"unl:1,"[' cne cc:oE" 

a~E~ SATELLITE 

- la~ potential for ground 
statlOO sha:cing 

- terrestrial makes maximum 
use of shared p.1blic 
services 

- hi~h 

- high 

- matches cucrent carrier/ 
gove~~nt pciorities 

- high 

- satellite components are 
all high reliability; 
terrest::-ial inllOlves highly 
reliable network 

- system has central soiitch 
but t'...O satellite transmitters 

- equi?OC":l'.:. is all rrodular 
and can be c~ntrally 
ron i ':Oco/J 
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7. Security 

Confinement of information - adequate 
within national boundaries 
in ti..rres of aner-gency. 

8. Constra~ 

,) 

b) 

0) 

,. 
a) 

Regulatory 

Tariffs 

Interconnectability 
crID, t.:ws, etc. 

Acceptability 

To AES operational, 
develo~nent am manag<.:!rial 
pecsonnel 

b). Ne-:d foe training 

interconnection with 
othe!" carriers is a 
problem (Le. (TCTS) 

- rc const["3int 

- 00 problem 

- moderate 
- not seen as solving 

problems 
- familiae 

- none 

TI:RRESTIUAL 

- adeq:uate 

- no proble:n 

- 00 constci'lint 
- costs p:Jrpoctional to traffic 

- 00 problem 

- moderate 
- involves changeover from 

circuit based retwot"k to 
integrated 

- interactive capability would 
Ce 10000t welCOITJ::! to canputer: 
users 

- systen understandirg requires 
education 

- new system procedures Inust 
'::le learned 

SATElLITE ----

- border spi l10ve r pcoblem 

pdvate transmitting 
systems currently not 
allo~ 

- availability of sifl31e 
channels not: certain 

"equivalent lard-line" 
cha~ing negates rrany of 
satellite's advantages 
re stai:.ion locations 

- costs independent of 
traffic 

very flex ible 

- high 
- could soll.'l,?, !!'any 

problems 

- syst€!Tl ,:.,dec;;tandifl3 
r-equires education 

- new sys~ procedures 
must I::e learned 

CNE--t&Y SATEU.lTE 

_ Collectioo data is "secure", 
satellite transmission have 
spill-over p~lem, unauthorized 
use:-s could receive txoadcast; 
possibility of encryptlon 

- should te m problem -,,11th 
ne.r (Bcei ve-only gt'Ol..ll1d 
station licensing 

- .3.11 services rould be 
tariff itelfG 

- standard.', errploye'~ 
throughout 

- could satisfy many 
requirements 

- operation very similar to 
current system 

- net\olOrk control function 
would l:e new activity if 
in-house 

) 

) 

) 

) 

) 



0) 

d) 

e) 

f) 

g) 

CRITERIOI'l 

Perceived as threat or­
enhancement of wQrk 
functlOn 

Bdck:.,lards canpatible 
' .... ith respect to 
operatiorlS 

Compatibility WiL~ 
personnel capabilities 

~atibi1ity with PES 
fJlans (central/regional) 

C:.xtp.J.tibility with trends 
in cor:rr,un ication.<; I 
Ct::Lqlutecs and t.ecminals 

lJro1ADE 

- neutral, to hostility 
because of continued 
lack of flexibility 

- yes 

- yes 

- no 

= 

- seen as ema."1ced interacti'JB 
ability 

- complexity is c:ppa'C"!nt 
- supports reg ional autonany 

- yes 

- new oetWOt:"K rranagement arrl 
operation 

- supports regional diversity, 
control 

-yes 

SATEu,rI'E 

- seen as emanced 
collection ard 
dissemination 

- supports centrality 

- yes 

- new nctWOt:"K operation 
- new technologies (RF) 

- supports oentral oont~Ql 
and usee flexibility 

-yes 

ClIE-tli\Y SATE~TE 

- enhances i.nuge distri­
but iOn ard interact i ve 
data base access 

- yes 

- yes, see b) above 

- yes 

-yes 

) 
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6.1. 2 

INTERPRETATION AND N.ALYSIS 

INTRODUCTION 

AES Requirements 

This interpretation of the characteristics, capabilities, 
capacities and costs of the various candidate communication 
systems is based on the following observations about AES 
current and future communication requirements. 

a) Many users of AES data desire access to the SaJ1l2 inform­
ation such as observational data, forecasts, grid point 
data, charts, radar and satellite photo imagery; implying 
a requirement for broadcast (point-ta-multipoint) 
transmissions. 

b) Much of the AES traffic is routed routinely to fixed des­
tinations, i.e., to fixed addresses; implying the re­
quirement for fixed, or automatically addressed or 
predetermined circuits. 

c) There is a growing requirement for on-demand, interactive 
and query/response access to stored infonnation, i.e. 
point-ta-point communications. 

d) AES services are widely dispersed across the country; 
implying a requirement for nation-wide communications, 
often in under-populated areas. 

e) AES traffic is currently of two distinct types: short 
messages and bulk transfers of substantial information 
content (charts and jXlotos), and they are carried on 
separate networks. 

f) There is a continuing requirement for large-scale compu­
tation (modelling) best served by a centralized main­
frame computer; and for a number of users who require 
access to all of the information; implying at least one 
central data repository, or its replication at a number of 
locations. 

g) There is a desire for storage of relevant infor- mation to 
support localized processing at the UP's, a requirement 
that could be easily met by currently available storage 
devices, but which would create a software development and 
management problem of substantial magnitude. 

Technological Trends 

Assessment of the various options is also influenced by the fact 
that oomnunications technology is developing at a remarkable 
pace, expecially in the area of data communications. Current 
trends, aimed towards fruition in the 1990's, indicate an 
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increasing capability to accomodate a variety of digital 
communications (voice, messages, data and facsimile) in 
integrated networks providing circuit and packet switching over 
a mix of transmission media employing both terrestrial and 
satellite paths. 

Developments in comnunications technology are paralleled by 
developments in switching equipment, modems and intelligent 
terminals, together with major acceptance of standardization in 
interfaces and network protocols. These developments mean that 
very flexible communication systems may be designed, and steps 
taken towards their implementation, with the assuranoe of the 
compatibility of each component with a future total system. 

The study group has concluded that: 

public data networks will become widely available in the 
next decade; that they will be accessible in an ever 
increasing number of locations; that they will provide a 
variety of services, including circuit switching for bulk 
data and voice, packet switching for interactive traffic 
and short messages, store and forward messaging and 
broadcast; and that the internal technology and 
transmission media will be transparent to the user. 

COMMENTS ON THE OPI'IONS 

Each of the options is reviewed in the section in terms of its 
architecture and strenghts and weaknesses relative to the 
criteria introduced in Chapter 1. 

The Upgrade Option 

The upgrade option is based on a continued separation of data 
and facsimile traffic. Leased, dedicated circuits would 
continue to be used for facsimile distribution, with a move to 
digital transmission to improve throughput. The message and 
other data traffic would be carried by an optimal intercon­
nection of all sites to a oentral message switch, utilizing the 
nearest, most economical public data communications offerings 
of the common carriers. It is assumed that a rrodern, flexi­
ble, easily programmed central message switch would be intro­
duced almost immediately. It is also assumed that all comput­
ers in the system would be interfaced to public-packet- switched 
networks through standard protocols (X25). Inter- active access 
to stored data would be effected through public data 
communications facilities, in parallel with normal traffic. 

This ,option can be phased-in smoothly, and can provide the 
serV1ce required, provided high enough transmission speeds are 
used on the collection and dissemination trunks and drops. It 
is well within the state-of-the-art, although geographically 
constrained in many ways. It does not differ fundamentally from 
the present system except for the possibility of widespread 
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access to computer data tases once the IlI3.chines they are on are 
interfaced to a public data communications system. 

The upgrade option depends on circuit operating costs: it has 
a large number of dedicated circuits, which are expensive. 

Thus, the upgrade option has the advantages of feasibility, ease 
of phase-in, familiarity, and commercial availability. It 
involves substantial continuing circuit costs, and requires very 
close cooperation with the common carrier to ensure optimal 
utilization of his facilities. 

The Integrated Terrestrial System 

The proposed terrestrial system is an all-digital system, with 
digitized facsimile information integrated with message traffic. 
It consists of a hierarchy of packet-switched and multidrop 
lines carrying the traffic. It represents the extreme 
development of a single system capable of satisfying all current 
and future needs. It has distributed switching, and IlI3.y be 
controlled regionally or centrally. It is designed to make 
efficient use of the transmission media by utilizing available 
bandwidth and time for the sharing of the network resources 
among various services. The terrestrial option makes extensive 
use of public and private packet switching networks. Widespread 
broadcast operations, which form a large part of AES 
communications are not compatible with packet switching. They 
can be carried out, but it is a misuse of the network. 

The terrestrial option provides the complete flexibility of a 
point-to-point network: any piece of data can be sent to any 
other point. This flexibility results in significant complex­
ity in the programming of the network. The complexity is 
further increased by the distributed nature of the network: 
each component can be affected by changes in other parts, 
although the regional networks can be optimized locally without 
affecting other regions. 

The integration of traffic makes it difficult to significantly 
alter the traffic volumes on different services, particularly 
facsimile, without changing IlI3.ny network p3rameters; each 
circuit has been optimized vis-a-vis it capacity. The proposed 
system utilizes high-speed voice-frequency data rates on the 
regional networks (9600 b/s). Increases, to say 19,200 bls, on 
these circuits would be difficult to obtain. 

Thus, the integrated terrestrial option provides great flexi­
bility in the routing of traffic, carries all traffic on the 
same facilities and allows regional optimization but does so at 
the expense of a high degree of complexity and a limit on 
ultimate growth capacity. 

To phase-in an integrated network involves the development of 
packet-switching nodes and user processor data terminal inter-
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faces, and digitization of mart and photo imagery facsimile. 
It could be installed on a region-by-region basis, but during 
implementation both old and new systems would have to be 
maintained. 

The Satellite Option 

The all satellite aption maintains separate circuits for each 
service; incorporates broadcast channels for commonly used in­
formation that can be received anywhere in the country; 
maintains a central switching capability; could be used to 
maintain regional or user data bases in a current state; 
provides a unique circuit to and from each site (that could 
easily handle voice); but requires satellite ground terminal 
equipment at each site and could be severely hampered by current 
regulatory constraints. 

The satellite option provides flexibility and growth potential 
at 10;1 cost. Extra channels can be added with little marginal 
cost. The separation of services rreans that changes can be 
made to anyone of them without affecting the others. Intel­
ligence at the receiving sites allows every user to extract as 
much or as little of the total AES data base as is desired, for 
on-site processing or display. 

The major drawback to the all-satellite apt ion (provided that 
permission to transmit to the satellite from all the Collect­
ors, Users, and Processors could ever be obtained) is the cost 
of so many ground stations. Obviously, the possibilities of 
shared ground station use would have to be seriously considered. 
Also, the geographical distribution of stations would come into 
play: many sites are close together and not all would require 
their CMn ground terminals. 

The satellite system could be phased-in simply. The system 
would be in operation as soon as information was transmitted 
and received, e.g. observation data could be transmitted to a 
satellite port on the central switch and the land-line to that 
site reooved; or chart facsimile could be broadcast and the fax 
circuit to the receiving site discontinued. 

There is virtually no new technology in the satellite proposal, 
operations would be very similar to the current modes, and 
future needs for more (radar) imagery would be easily 
accomnoclated. Interactive, on-demand data base access and 
time-shared computing could be handled by the proposed system 
or by interactive digital satellite systems under development 
(e.g., Slim TDMA), or by public data <XlJllffiunication offerings. 

It is, however, extremely unlikely that permission for all 
sites to CMn transmitters would ever be granted, especially in 
a shared-transponder SCPC environment. Transmitters for broad­
cast and reoote collectors are eminently possible though. 
Thus, shared services (provided by GTA perhaps) or comrron 
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carrier offerings MJuld have to te employed to achieve an all-· 
satellite option. It is not at all clear that significant 
reductions in circuit costs MJuld result if the satellite aption 
were provided by a common carrier. 

The all-satellite option has a certain basic simplicity about 
it in addition to its capacity for growth. All ccmnunications 
are to and from a single central location, so that network 
monitoring and control are carried on from one responsibility 
centre. Likewise, routing changes and network switching soft­
ware are carried out by one group at one point. Additions and 
deletions are treated similarly. The independence of channels 
and services means each can te modified or repaired without 
interference to the others. The multidrop collection circuits 
and user mini-channels are handled by a multiport asynchronous 
TTY peripheral on the central oomputer: well developed 
technology, and the essense of simplicity to program. New 
users need "only" put up an antenna to join the network, where­
ever they are located. 

One-Way Satellite Broadcast 

The one-way satellite broadcast apt ion is a communication system 
which uses the natural strengths of both modern data 
coIllUunications and satellite OOIlIUunications. In this option, 
all information required by most users is broadcast, digital 
information and fax on separate channels; collection and 
inter-regional traffic is carried (as well as r:ossible) on the 
public packet-switched network and multidrop lines from the 
UP's. 

The proposal In Section 2.4 is extreme in the sense that it 
assumes a receive-only ground station for each fax user (IP's 
and UP's) rather than an optimal mix of ground stations and 
local distribution networks. 

It is more than likely that receive-only ground stations for 
this application would te licensed without trouble. Their 
introduction could te used to roll-up long-haul facsimile 
circuits. It would te reasonable to investigate alternate, 
satellite, data collection from very remote sites as well. 

The connection of all UP's, IP's and MP's to a public packet 
network ~ovides the potential of r:oint-to-point inter- active, 
query/response, and message traffic. 

In the ~oposal for this hybrid system it is assumed that a 
single centralized message switch is retained: to feed infor­
mation to the satellite transmitters and to the modelling ~o­
cessor at CMC, and to simplify network monitoring and control. 
This <bes not ~ec1ude local data base information at IP's or 
UP's, in fact, they are included in the costing. 
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CDMPARISONS OF THE SYSTF11S 

In this Section, the options are a:xnpared to one another in 
terws of the requirements and criteria, and appropriate 
conclusions are nrawn. 

Services to AES Sites , 

Collector and User sites are the most numerous (155 and 148) 
and most remote, with peak throughput requirements of 
approximately 50 bls (point-to-point) and 300 bls (broadcast). 
These sites can be served well and econanically by very low 
cost earth terminals, and oomewhat less well by low speed 
terrestrial circuits. They are not suited to the one-way 
satellite approach because they have no need for broadcast 
information, but do require satellite communications fi)r their 
data transmissions. 

User Processor sites are numerous (72), are situated in small 
cities, typically near airports, and have peak source and sink 
throughput requirements as follows: 

source 
(point to point) 

1000 bls 
50 bls 

sink 
( broadcast) 

4000 bls 
4500 bls 

comments 

utilizing IP data base 
accessing local data base 

The expensive hardware at the UP's should be minimized because 
there are a large number of these locations (72), they 
currently have little or nO processing H/W and few technical 
personnel, and communication between UP' s and IP' s is becoming 
more economical with packet switching. Thus, access to remote 
data is generally an economical alternative to storing the data 
locally. This is true for approximately 60% of the UP's. It 
would be necessary to consider each UP in detail to determine 
whether local storage wuld be used there or not. 

UP sites Ivith remote data access can use the public 
packet-switched network to provide (source) collection data and 
access to the IP' s data base. Fbr input (sink) of charts and 
imagery the UP's are suited to use of a one-way broadcast 
network via satellite. This approach minimizes circuit costs 
and manpower re<]Uirements as it is simple and virtually 
maintanance-free. The interface to the public data network 
should initially be very simple, both to minimize costs and to 
ensure the operability of the system. 

Intermediate Processor sites are small in number (13), are 
situated in major cities, and have peak source and sink 
throughput requirements of 4500 bls (50 bls point-to-point plus 
4350 bls broadcast) and 5500 bls (broadcast). These sites are 
most suited to a terrestrial system because they are located in 
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primary public nata network serving areas. FOr oommunication 
with the UP's, the IP's should be interfaced to the public 
packet-switched network. 'lhis also provides them the means for 
relaying observations traffic that they have collected. 'lhe 
IP's shouln receive all broancast traffic via the one-way 
satellite network, if one were in place. 

'lhe Major Processor sites are few (2), and located in ITBjor 
metropolitan areas (Montreal and 'Ibronto). 'lhe peak source and 
sink throughput requirements are approximately 20,000 bls 
(broadcast) and 20,000 bls (800 bls point-to-point and 1200 bls 
broadcast) for OIC plus 20,000 bls (broadcast) and 10,000 b/s 
(broadcast) for AES HQ. 'lhese sites are well situated for the 
use of the public nata networY£ for point-to-point traffic and 
the use of the one-way satellite network for broadcast. 

The study group has ccncluned that: 

Cost 

Collector and User sites should be served by two-way, 
narrow-band satellite communications. 

processing and switching hardware at UP sites shouln he 
minimized, and that the UP interfaces to the 
communications network should be as simple as possible. 

UP and IP sites are suited to the reception of oommon 
traffic via a broadcast mode. 

Inter-regional point-to-point traffic should be carried 
on the public data neworks, especially on the public 
packet-switched networks. 

the MP and IP processors should be interfaced to 
the public packet networks and that internationally 
recognized packet switching protocols (X.25) should be 
anopted as standards. i . 

The costs, as summarized in Section 2.5.1 and in Chapter 5, 
indicate clearly that, if the system is to be improved at all, 
some money must be spent. They also show that substantial 
savings may be realized on operating costs by the investment of 
capital in new systems. It would appear that for this reason 
alone, new approaches to the AF~ communication requirements 
should be initiated. 

During the study it has become apparent that there are a number 
of factors that can contribute to the economy of the chosen 
system. FOr example, it is far more economical to move data 
across Canada on the East-West axis, i.e., inter-regionally 
between major urban centres, than it is to move it intra­
regionally in rural areas. This is a result of the demography 



of the country: there is a much greater volume of flow in that 
direction and the public data networks are organized 
accordingly. 'Ihe conclusion that may be drawn fran this 
observation is that it is cost effective to route regional 
traffic laterally across the country to a central broadcast 
site, rather than distributing it on regional leased circuits. 

Another fact that has emerged from the study is that a major 
portion of the operating costs of tJ1e current AES 
communications system is created by the extensive use of leased 
lines; this regional circuitry should therefore be minimized. 

There are so many Users and Oollectors that any large 
expenditures on each of them results in a very large OJerall 
cost; therefore it is necessary to keep the costs of the 
e<]uij:Il\ent at these sites low. 'Ihe number of User Processors is 
also fairly large so that a similar observation can be made 
about the equij:Il\ent suppl ied to them. 

The all-satellite system is much more expensive than the 
others. 'Ihis is because of the assumption that every single 
site has a transmit-receive earth station purchased Dar it. If 
satellite communications were to be used, a very careful look 
would have to be taken at each site to determine whether or not 
it really required its own earth station. 

The integrated terrestrial and the one-way satellite options 
cost roughly the same amount of money, as far as the CCl1lponents 
included in the cost estimates are concerned. 'Ihe differences, 
and they would manifest themselves in very real dollars if the 
systems were to be implemented, lie in the costs of system 
design, operation and control;and particularly in software 
costs. The one-way satellite system is much simpler than the 
integrated terrestrial network, and that would be reflected in 
initial and recurring costs. 

The study group has concluded that: 

the use of leased circuits should be minimized; 

leasing terminal equipment is expensive; 

common traffic (observations, forecasts, grid point data, 
charts, satellite fhoto and radar imagery) be routed to 
one, or more, central broadcasting sites, and broadcast 
from there to all users who reguire this information or 
any part of it; 

it is necessary to have detailed information about the 
particular situation at each site regarding access to 
public communications facilities, the potential for 
shared services, specific traffic requirements, laycut 
and aCCCl1looations, power, and other factors affecting the 
optimization of communications to that site. 
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The upgrade option is the least flexible because it is designed 
as an extension of the present system. Experience has shown 
AES that the pcesent system has been inflexible in the sense 
that its basic structure could not accomcdate new services such 
as interactive computer access nor could it expand to 
accomcdate increases in traffic. Its inflexibility alone might 
be cause enough to reject it although there are several other 
reasons. 

The two satellite options are rrost capable of accomcdatinq new 
services and pcocedures, changes in traffic routing and 
scheduling, growth in traffic and the addition of new users 
including- those far from access to normal communication 
facilities. 'Ihese options must be seriously considered fran 
the point of view of flexibility. 

All of the systems can pcovide access for non-AES users, but in 
different ways. 'The upgrade can pcovide access to the central 
message switch, or a drop on a facsimile circuit, as at 
present. '!he only difference v.ould be that access to the 
message switch would be through the public packet netv.ork, 
rather than a leased line. 'Ihe cost implications to the user 
would depend on the extent of the switch's serving area, a 
point tJ1at is not clear at this time. In the satellite 
options, access could be gained to the broadcast data by the 
aoguisition of a ground station, or a land-line link to one. 
AES could pcovide standard terminal software for the extraction 
of required information from the broadcast message streams and 
interactive operation through the public data netv.ork in tl1e 
one-way satellite system or tl1e satellite mini-carriers in tl1e 
all-satellite system. 

Non-AES users v.ould have to be provided with either software or 
very explicit instructions for access to tl1e nearest data base 
or facsimile port in tl1e terrestrial system. Users of tl1is 
system would pcobably be required to acquire an interface that 
could he connected to tl1e nearest UP DrF: or IP DIF. 

Access is simplest (ur tl1e user who is capable of installing a 
satellite ground terminal in tl1e satellite system, and who 
would be supplied witl1 AES software to acquire tl1e information 
he desires. One of tl1e reasons is tl1at each user is dealing 
directly with a single data base that contains all of tl1e 
information, whereas any particular local data base in a 
distributed system may not. 

The study group has concluded tl1at: 

present operational procedures, especially for tl1e 
distribution of facsimile, are not a good basis for 
comparison of the systems because they are based on 
characteristics of tl1e pcesent system; 
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the simplicity of the architecture of the future system 
is an important criterion in its own right. 

satellite communications offers the greatest 
flexibility. 

non-AES users could be served best by access to a single 
data base. 

flexibility of the new system can be maximized if AF..5 is 
not dependent on a single common carrier or 
telecommunications supplier and can take advantage of 
competition in geographical coverage, tariffs and service 
offerings. 

Implementation 

The one-way satellite option is the most favourable in terms of 
phase-in because it would create a minimum disturbance of 
current operations and is compatible with current traffic 
patterns, and because of the quick return that can be realized 
on initial capital investments. The initial steps of 
implementation of this system (collection of facsimile and 
photo signals at a single point, and acquisition of the earth 
stations) can e~sily be contracted out and done in parallel 
with ongoing operations. en the other hand, the integrated 
terrestrial system, with its three-tiered hierarcy is the most 
complex and requires the largest initial investment. 

The study group has concluded that: 

Risk 

the one-way satellite option is the most favourable, of 
those described, in terms of implementation. 

There are two aspects to the risk involved in the initial 
investment in a !"Y2w system. 'The first is >klether initial 
acquisitions will be applicable to future systems, am the 
second is >klether initial acquisitions will ever be used at 
all. In the first sense, the Upgrade could be risky. It solves 
only the problems identified today, and its adoption could lead 
to an endless series of ad hoc u[XJrades, each designed to EOlve 
one more current problem. The integrated terrestrial system is 
also risky, in the second sense. It depends on a number of 
different state-of-the-art technologies, am it is a complex 
network of a hierarchy of sub-networks with distributed . 
switching; both facts adding to the risk of successfully 
developing it. As ~ll, the integrated system, based as it is 
on packet switching, is not really compatible \~ith the multi­
destination message/fax traffic that makes up the bulk of A&S 
communications. This in turn would increase the risk 
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associated with the terrestrial option because the network 
would be being programmed to accomplish communications that are 
not oonsistent with its natural strengths. 

The two-way satellite system provides certain services as soon 
as two ground stations are implemented illY] interfaced to the 
data base and the message switch. However, propagation delays 
of one-half second will always limit the use of satellite 
communications for very rapid response interactive traffic. As 
well, it is not clear just how the IP comPlters muld be 
interfaced to the OIC computer or to each other in the 
all-satellite network, 00 that there is some risk in not being 
able to accomplish all of the requirements well with this 
network, in particular a requirement that has been preclicted to 
become more important as time goes on. 

The one-way satellite system, providing interactive and 
query/response oommunications through a Plblic packet network, 
avoids the risk involved in accomplishing it through the 
satellite; and yet this option makes full use of low risk 
satellite broadcast: a fully developed technology. 

The terrestrial system is vulnerable to changes or errors in 
estimation of the volume of traffic because it was designed to 
make optimum use of the time and bandwidth available in each 
part of the system. The satellite options can easily expand 
(or oontract) as the traffic demands and are not as jeopardized 
by planning errors as are the Plrely terrestrial systems. The 
one-way satellite option is the least threatened because it has 
the capacity of the satellite broadcast for the 
multi -destination bulk traffic (including OIC to IP processor 
dumps) and the public data network to carry the bursty message 
and interactive point-to point traffic. 

The study group has ooncluded that: 

the one-way satellite option has the lowest risk,of those 
describecl, involved with its implementation. 

Canadian Interests 

The upgrade, terrestrial and one-way satellite options all make 
use of shared public facilities in one way or another. The 
all-satellite option muld require the use of shared earth 
station facilities in many locations to make it economically 
feasible. There is a large potential for sharing satellite 
services through Telesat, GTA, [ND, rm, RCMP, QlC and cable TV 
systems. '[hus, adoption of sate lite communication components 
in a future AES communication system oould enhance the demand 
for, the quality of, and perhaps the very provision of high 
quality, reliable oommunications to many locations in Canada. 
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Gontracting out to Canadian industry is possible for all 
systems, the degree depending on the AES/contractor interface, 
i.e., on the extent of internal AES communications planning, 
design and specification. Options, such as the satellite 
system, with separate services are rrore easily implemented am 
operated under external contract than the integrated systems. 

Canadian export sales in data and satellite communications 
equipment are already large, but, an innovative AES initiative 
utilizing both could Significantly enhance exports by providing 
a domestic market that supports development am production and, 
more important, provides a domestic endorsement of the Canadian 
technolCXJY· 

There are a number of areas in which new product development 
could be supported during the implementation of a new AES 
communication system. FOr example, a 9600 b/s data-stream 
decoder, encryption/decryption equipment for broadcast data and 
charts, new compression hardware for chart and photo scanners 
(the Alden DIFAX scanner is overpriced by at least $20,000 
because of the archaic compression and addressing logic in it), 
local UP data bases; the automatic direct convesion of AES 
products to videotex format, and so on. 

Considering current Canadian "high technolCXJY" priorities, a 
satellite system, =-ordinated with optimal use of p..!blic data 
networks, should receive enthusiastic support from hath 
government and industry. 

The study group has concluded that: 

a satellite communications system, augmented by the 
optimal use of the p..!blic data networks, best satisfies 
Canadian interests. 

Reliability 

Reliability is inversely porportional to complexity; the 
simpler a system, both in architecture and construction, the 
fewer components and interfaces in it, the rrore reliable it is. 
It is also true that while digital hardware is much rrore 
reliable than analCXJ, it is comp..!ter peripherals like disks, 
memories and terminals that tend to be unreliable. In 
addition, a major source of unreliability is software, 
particularly that operating in a complex interrupt-driven 
enviroment. Thus, the terrestrial option, with distributed 
switching and extensive, geographically disbursed comp..!ter 
hardware, W)uld be the least reliable. On the other hand it 
has the advantage of distributed syste~s that a failure in any 
part of it does not affect the entire system but only the 
region or area in which the fault occurred. It also has the 
advantage of substantial use of the p..!blic (lata networks which 

.> 
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are maintained to a very high degree of Leliability by the 
carriers. 

The satellite options are totally dependent on the satellite of 
course; if it goes, everything goes. This is obviously a 
matter of gLave concern to the satellite owner and is one which 
is taken care of with the use of spare satellites, spare 
transponders and redundant equipment. It should be noted that 
the one-way satellite option has a messaging capability to all 
sites via the reliable public data networks and ancillary 
terrestrial circuits, which can be lilled in an emergency should 
the satellite transponder fail. 

Questions of redundancy, specifications, alternate routing, 
maintainance procedures, software specification production and 
distribution methods, and other factors affecting reliability 
should be carefully considered as a part of future planning. 

It has been implicitly assumed in all of the options that a 
central Network Gontrol Centre would be part of each. It has 
been assumed that network status would be monitored from this 
centre. This centre has also been assumed to be responsible 
for continuous diagnostic preventative maintainance. Most, if 
not all, of the equipment in the system should be capable of 
remote monitoring and automated fault diagnosis, and much of it 
should contain remotely activated redundant components. 

In terms of simplicity, central monitoring, and back-up routing 
the one-way satellite option should be the most reliable; hut 
even it has an unnecessary level of complexity in the 
attachment of User/Gollector multidrop circuits to the UP's, 
rather than directly to the public data network. 

The study group has concluded that: 

the new communications system should be as simple as 
possible, centrally monitored, make maximum use of the 
public data networks, utilize redundant equipment wheLe 
appropriate, incoLporate remote diagnostics, and 
otherwise be designed to ensure reliability and the ease 
of maintainance. 

Security 

The only security problem arises in the satellite options. In 
view of the acceptance of the security of current systems, it 
seems reasonable to assume that the use of the developing 
commercial data encryption standards should sllffice to ensuLe 
acceptability of satellite broadcast. It is a reasonably 
simple matter to introduce encryption in digital links; if 
security were an over-riding consideration it could hasten the 
move to digital facsimile. In a related matter, it has been 
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6.3.10 

suggested that publici private key encryption 
the addressing method on broadcast networks: 
decode a broadcast it is meant to te received 

'The study group has concluded that: 

could be used as 
if a receiver can 
at that site. 

all traffic in the new system should te in digital form. 

Constraints 

The all-satellite option is severely constrained by current 
restriction on the ownership of private transmitters. 'The 
one-way receive only satellite earth stations(the acronym for 
which is ROSES?)should be licensed without much problem. 
However, placing earth stations at remote sites to receive 
charts, photos and broadcast messages will not te economical if 
the service ends up being charged for as through it were teing 
provided by a leased land-line, which is the present 
situation. 

It is imperative that AES be familiar with the 
telecommunications regulatory situation and that they be in a 
position to present their requests for changes to the licensing 
regulations. They must also maintain an awareness of the 
tariffs of the CXJ!TlIl\On carriers and te in a position to 
intervene on behalf of their own interests during tariff 
applications. 

AES must establish a mechanism for liason with the appropriate 
regulatory bodies, and with the common carriers. 

The study group has concluded that: 

a knowledge of telecommunications regulations and the 
activities of the regulatory agencies is essential for 
the planning and implementation of a new system. 

a knowledge of data communications standards and 
protocols, and of developments in these areas, is 
essential for the planning and implementation of a new 
system. 

Acceptabil i ty 

All of the systems described in this report will provide 
improved operational capability for the meteorological service 
with few overt changes in operational procedures or terminal 
equipment and hence should te acceptable, and in fact welcome. 
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'Ihere will be an increased involvement in telecornmunicat ions on 
the part of AES if any of the options described or 
modifications thereof are adopted. Some IBrts of the 
organization will l:€ working in new areas of network planning, 
design, specification, procurement, installation and operation. 
There will also be a requirement to work on the modification of 
those current operational procedures that have resulted from 
limitations in the present communications facilities and not 
because of meteorological necessity. The new system will 
require some adjustments in operational procedures for its 
efficient operation, but it should be stressed that these WDuld 
be minimal and introduced only ~en it is clear that the entire 
function of the service is enhanced. 

The one-way satellite option provides widespread access to the 
public data networks and, by broadcast, to virtually the entire 
AES database. If the capability to harille this flexibility is 
well planned, properly developed and managed a new 
comnunication system, based on satellite broadcast and the use 
of p.lblic data network for collection, messaging, am 
interactive traffic, should be viewed by users as a major 
advance in meterological services. 

The study group has concluded that: 

AES requirements would best l:€ met by a communications 
system that provides for AES control over its 
operations. 

a new communications system based on satellite 
carnmmications and the use of the public data networks 
would be acceptable to the AES and to non-AES users. 

Sill1MARY 

The upgrade candidate is an obvious extension of the present 
system, designed to handle the AES present and irmnediate new 
communication requirements but it is expensive, inefficient, 
inflexible and limited in growth potential. If this option 
were to l:€ ooopted, future changes in AES requirements would 
Ilecessitate a cnntinual review of system design and 
implementation. 'Ihis option is not suitable as an interim 
solution because it could rot evolve into any of the other 
systems, easily or cost effectively. 

The study group has concluded that: 

upgrading the present system would rot lead to a future 
system that would be suitable for AES requirements. 

The Terrestrial system is a state-of-the-art approach to 
satisfying requirements with a completely terrestrial system. 



It is a cost effective and flexible approach, but is most 
compatible with point-to-point traffic, whereas a great deal of 
the AES traffic is broadcast (point-to-multi- point). The 
system has been designed to accomodate substantial increases in 
throughput, as described in the traffic requirements; however, 
increases in broadcast traffic, especially of image origin, 
could be EEverely limited Of the lack of growth potential in 
this system. 

The system would require the maximum manpower to operate due to 
its sophistication. 

The study group has concluded that: 

an integrated terrestrial communications network is not 
appropriate as a future system. 

The all-satellite option is attractive as a goal because it 
provides growth, flexibility and low operating cost. It is 
expensive in terms of hardware and software costs; and it is 
currently the option of highest risk to AES because of the 
regulatory constraints on private transmitters; distance 
sensitive tariffing (which negates the geographical 
indifference of the technology); uncertainty regarding site 
preparation, frequency co-ordination, licensing procedures; and 
need for the development of interactive access protoools. 

The study group has concluded that: 

the all-satellite system is not a realistic option to 
adopt as a future system. 

The one-way satellite broadcast option is the basis for an 
excellent compromise between the terrestrial and the 
all-satellite approaches, because it utilizes ti1e strengths of 
each and minimizes the risks. This system is amenable to 
upgrading to an improved satellite system at some time in the 
future. The me-way system provides low operating costs for 
fax distribution, minimal maintainance (but with central 
mcnitoring), is affordable, and is compatible with current 
operating procedures. The system is simple in concept, mcx:lular 
in design, and would be the easiest of the new syste.ms to 
phase-in. 

The study group has concluded that: 

the one_ay satellite broadcast option is suitable to be 
used as the basis for planning of a future AES 
communication system. 



6.5 SUMJllARY OF PHASE II CONCWSIONS 

'!he study group has concluded that: 

public data networ~s will hecome widely available in the 
next decade; that they will be accessible in an ever 
increasing number of locations; that they will provide a 
variety of services, including circuit switching for bulk 
data and voice, [\3cket switching for interactive traffic 
and short messages, store and forward messaging and 
broadcast; and that the internal technology and 
transmi.ssion media will be transparent to the user. 

'!he study group has concluded that: 

Cbllector and User sites should be served by two-way, 
narrow-band satellite communications. 

The study group has concluded that: 

processing and switching hardware at UP sites should be 
minimized, and that the UP interfaces to the 
communications network should be as simple as possible. 

The study group has concluded that: 

UP and IP sites are suited to the reception of a:xnmon 
traffic via a broadcast mode. 

The study group has concluded that: 

inter-regional point-ta-point traffic should be carried 
on the Plblic data networks, especially on the public 
packet-switched networks. '!hey conclude, further, that 
the ~1P and IP computers should be interfaced to the 
public data networks and that internationally recognized 
packet switching protocols (X.25) should be adopted as 
the standard. 

The study group has concluded that: 

the use of leased circuits should be minimized. 

The study group has concluded that: 

leasing terminal equipment is expensive. 

'!he study group has concluded that: 

common traffic (observations, forecasts, grid p:>int data, 
charts and satellite photo and radar imagery) be routed 
to one, or more, central broadcasting sites, and 
broadcast from there to all users WlO require this 
information or any part of it. 

r.- . 



The study group has concluded that: 

it is necessary to have detailed information about the 
particular situation at each site regarding access to 
public communication facilities, the potential of shared 
services, specific information requirements, layout am 
accornodations, power, and other factors affecting the 
optimization of communications to that site. 

The study group has concluded that: 

present operational procedures, especially for the 
distribution of facsimile, are not a good basis for 
canparison of the systems because they are based on 
characteristics of the present system. 

The study group has concluded that: 

the simplicity of the architecture of the future system 
is an important criterion. 

The study group has concluded that: 

satellite communications offers the greatest flexibility. 

The study group has concluded that: 

non-AES users could be served best by access to a single 
data base. 

The study group has concluded that: 

flexibility of the new system can be 
maximized if AES is rot dependent on a single common 
carrier or telecommunications supplier and can take 
advantage of canpetition in geographical coverage, 
tariffs am service offerings. 

The study group has concluded that: 

t~e one-way satellite option is the most favourable, of 
those described, in terms of implementation. 

The study group has concluded that: 

the one-way satellite option has the lowest risk, of 
those described, involved with its implementation. 

The study group has concluded that: 

a satellite communications system, augmented by the 
optimal use of public data networks, best satisfies 
Canadian interests. 



'!he study group has concluded that: 

the new communications system should be as simple as 
possible, centrally monitored, make maximllffi use of public 
data networks, utilize redundant equipnent \;here 
appropriate, incorporate remote diagnostics, and 
otherwise be designed to ensure reliability and ease of 
maintainance. 

Tne study group has concluded that: 

all traffic should be in a digital form, and that the 
system should be a digital communications system. 

Tne study group has concluded that: 

a knowledge of telecommunications regulations and of the 
plans and activities of the regulatory agencies is 
essential for the planning and implementation of the new 
system. 

The study group has concluded that: 

a knowledge of data communications standards and 
protocols and of developments in these areas is essential 
for the planning and implementation of the new system. 

'!he study group has concluded that: 

AES requirements would best be met by a communications 
system that allows AES control over its operation. 

The study group has concluded that: 

a new communications system based on satellite 
c~unications and the use of the public data networks 
would be acceptable to the AES and to non-AES users. 

The study group has concluded that: 

upgrad ing the present system would not lead to a future 
system that would be suitable for ABS requirements. 

The study group has concluded that: 

an integrated terrestrial communications network is not 
appropriate as a future system. 

Tne study group has concluded that: 

the all-satellite ~unication system is not a realistic 
option to be adopted as a future system. 



The study group has concluded that: 

the one-way satellite broadcast option is suitable to be 
used as the basis for planning of a future AES 
communication system. 



7.0 CXlNCLUSION 

The key conclusion reached by the study group is that a single 
approach to the specification of a new communication system for 
the Atmospheric Enviroment Service is not reasonable. 

This is not an unexpected result. 'The upgrade q:>tion Y.Duld 
modernize the components of an old system that was never 
designed to accomodate many of the current demands, either in 
kind or in volume. 'The integrated terrestrial q:>tion is an 
example of the ultimate in communications efficiency, but it is 
not compatible with a large portion of the traffic and it is 
much too complicated for an organization like AES to own and 
operate. 'The all-satellite q:>tion might appear as a utopian 
goal with all of its advantages but it is restricted by 
regulations, and in many locations it Y.Duld not make sense to 
use a satellite ground terminal if adequate terrestrial 
services were available. 

'The one-way satellite broadcast system is one example of a 
system in which network characteristics are matched to 
different traffic types. However, it does not minimize the 
leased circuits linking the Collectors and Users to the UP's 
and it requires switching equipment at the UP's to handle the 
polled multidrop lines to the Collectors and Users. 'Thus, it 
too has l:een rejected as a future system; but, it does indicate 
the goal towards which AES should strive. 

While fully recognizing that communications technology is 
changing rapidly and that the very nature of facilities 
available fifteen years from now cannot l:e predicted with any 
degree of accuracy, consideration of the analyses and 
conclusions has led the study group to propose that: 

AES establish, as a goal, the implementation of a 
communications system which is an optimal mix of 
satellite communications and public data networks. 

'The study group has identified the current optimal mix as: 

the introduction of satellite broadcast, and 
interconnection of MP's and IP's via public packet 
networks, in two years; and 

the introduction of two-way satellite communications to 
Collectors and Users, and the direct connection of UP's 
to the public data network, in three to five years. 

It is difficult to predict what the optimal mix will l:e l:eyond 
five to ten years l:ecallse of advances in technology and changes 
in requirements. 



'Ib re-cap, the rationale for the proposal of a satellite 
broadcast/terrestrial data network is based on economics, 
control and the fulfillment of other criteria. 

The system is economic tecause it eliminates expensive leased 
circuits, has no sophisticated processing hardware at the UP's 
that \\Quld require software and personnel support, and Il\3kes 
best use of favourable common carrier tariffs. 

The sytem is designed to provide AES control over operations. 

The system is simple in concept. It is oompatible with traffic 
types, with geographical distribution of sites, and 
technological trends. 

The risk associated with this goal is low. Initial investments 
are modest and there is a high probability that they will te 
useful regardless of the future direction in which the system 
develops. 

The reliability of the system and of the information it carries 
will be high. 

The goal can be achieved with the full participation of 
Canadian industry • 

• .. and !lOst important of all, 

the system can be designed, 

and built, 

IT I"IILL CO THE JOB. 



1.0 

APPENDIX A 

REXlUlREMENTS 

After presenting generalized nodal and traffic classifications 
and a summary of negative characteristics of today's networks 
operations, key service requirements are stated for three 
temporal classifications, today's services, inunediate new 
services, am long-term future services. The latter tIMJ classes 
have been arranged in order of AES priority as determined by a 
survey of the members of the AES Communications Study Review 
Panel during the course of the study. Generalized traffic 
figures are presented for today's services am estimates of 
increases in traffic reSUlting from immediate new services are 
also outlined. Because of the intended use of this information, 
the traffic values presented will be higher than similar values 
contained in the Traffic Study Parameter Report of the Phase I 
Report. Wherever possible comparative values will be cited. 

No attempt is made to combine the traffic of the various 
components as their interaction with each other will likely 
depend on how a communications sytem to carry this information 
is implemented. 



2.0 HIERARCHY 

The AES network nodes can I:e classified into the following five 
hierarchical levels in descending order of hierarchy: 

Name 

Major Processor (MP) 

Intennediate 
Processors (IP) 

User Processors 
(UP) 

Users (U) 

Collectors (C) 

Example 

CMC, Downsview, NWS 

Regional Weather 
Centres 

DND forecast Offices 
Ice Central 

1'04' s, Ilm Wx Offices 
Private users 

requiring alpha­
nrnneric and graphics 

Ii'S, I'Bl, FSS 

WS2, 1XlT, DND obs 
sites 

Criteria 

Large volumes, 
National Traffic 

Reg ional type 
traffic and level of 
processing. IDwer 
traffic volumes 

Any user node 
requiring graphics 
and alphanumeric 
data, possibly some 
additional proces­
sing done. 
Restricted area of 
coverage. 

Any node requiring 
alphanumeric infor­
mation only. 
Restricted area of 
coverage. 

Nodes characterized 
by small volume , 
alphanumeric input 
to the system only. 

In addition, there are special nodes, such as radar sites, 
satellite receiving stations, Training Branch, which require 
special attention. 



3.0 

3.1 

3.2 

3.3 

3.4 

PRINCIPAL TRAFFIC COMPONENTS 

AES traffic can be broadly classified into five components. 

MESSAGE TRAFFIC 

This includes most of the traffic currently carried on the AES 
Teletype Network and the off-network. This traffic is 
characterized by: 

delivery time requirements within 30 minutes in general, 
within five minutes for warnings and special observations; 

multipoint distribution; 

(relatively) short length; and 

direct human interpretability. 

BATCH TRAFFIC 

This is mainly numeric data transferred between computers in 
relatively large volumes. This traffic is characterized by: 

delivery time requirements within 30 minutes; 
numeric or machine readable code; and 
computer to computer communications. 

INTERACTIVE TRAFFIC 

This is traffic resulting from real time interaction with a 
remote computer or data base. This traffic is characterized by: 

delivery times within 10 seconds; 
1-80 character inquiry traffic; and 
1 to 100 line responses 

CHARI' TRAFFIC 

This is traffic resulting from the transmission of weather maps 
or charts. This traffic is characterized by: 

delivery times of 10 minutes; 

line oriented, black and white information; and 

subject to higher compression ratios than imagery (see 
below) for digital transmission using such techniques as 
vector coding. 



3.5 

3.5.1 

3.5.2 

IMAGERY 

This is traffic resulting from the transmission of Satellite and 
Radar imagery. 

Satellite Imagery 

Characterized by: 

delivery tnnes of 10 minutes: 
grey scale (or colour) pixel information; and 
national or regional distribution. 

Radar Imagery 

Characterized by: 

delivery times of less than 5 minutes; 
grey scale (or colour) pixel information; and 
regional or local distribution. 



4.0 NEGATIVE CHARACTERISTICS OF 'lOIlI'.Y' S NEThORK OPERATIONS 

The following lists were compiled fran infonnation contained in 
the Phase I Report from notes prepared by Weather Centre (IP) 
managers, as well as fram infonnation gathered fran other 
sources. Only the information from the Phase I Report has teen 
referenced. The negative or undesirable manifestations and 
implications are presented; it is hoped that the positive or 
desirable attributes are self-evident and need not be enumerated 
here. 



4. ~ 

4.1.1 

TEL.E:IYP::: UE:IWJRK 

Performance 

OiARACI'ERIsrICS 

Low speed_ 

Lack of selectivity or addressi.nq 

Inadequate request/reoly capability 

~ate priority or priority handling 

No inp..lt priori ty 

Inadequate output priority 

PHASE I REPORT 
REFERrn:ES 

4.4.1.2 Page 4-12 

4.5.2.2 Page 4-lB 

4.5.2.2 Page 4-19 

l<irst-in, E'irst-out within a given pt"lority 

Inadequate Quality Control 

Content 

CO!TIl1'_.miCiJtions 

MANIfESThTIONS/IMPLlCATIONS 

1. Qverloadio;) of cit"cuits. 

2. Excessi~ delays in messa~ deli~ry_ 

1. Lack of security. 

2. Excessive f6per cooswt;ltion. 

]. Excessive effort for manual sortirg. stot"irlJ and 
retrievio;) of infornation. 

1. :::xcessi>.e delays in obtainil"lg missi~ traffic or 
traffic not rBgwady scheduled. 

2. Cannot. t"estor<2 a local data base if less of data is due 
to local failures. 

]. COes rot allow effecti~ interaction tetween afEices in 
their informaticn proiucticn & dissemination functions 
(e.g. Lnteraction tetween up's art:! IP's). 

1. Excessive delays in irputirr::l urgent ITessages such as 
weather warning-s wh i le otl-er less urgent messages are 
beirq distributed ar-d input. 

1. Only two levels of priority for tre distribution of 
traffic ard these Pt"iot"ity levels are tin'e ard circuit 
independent. This lTeallS that an urgent rressage for one 
circuit if distributed to anot.~er will carry the sarre 
high priodty ard this priority will not decrease with 
tine resulti~ in possible delays in the rollection an:::l 
distribution of rrot"e urgent messages on the latter 
circuit. 

1. After circuit outages 0[" other problems resulti~ in 
lao;) queues, this feature causes excessive delays for 
1lOt"e t'ecent messages unless old messages are dJrnpej. 

L rnct"edSed en'Or.:;, l::oth irstru11Ent arri hurran errocs, in 
meteorolCXJ ieal messages. 

L. Inerc~;,ed BER (without eCDOr corr~Ltion) 

) 



4.1.2 

CHARACTERISTICS 

Half-~91ex OpeI:"ation 

Lack of HieI:"archy 

Polled Multi-d9?P Circuits 

Reli.abilityor Redundancy 

Insufficient Real-T~ Control of 
SWltchlng Syste~ 

Adaptiveness 

""" Speed 
Lack of Adequate Higher Sp:ed 
ColtpJter Ports 

Inflexible Interfaces 

~aa: Sys::em Monitorif!j 

PHASE I REPORT 
REFERENCES MANIFESTATICNS/L"'IPLICATICN'3 

4.5.2.2 ?aeJe 4-18 

L tess effective 

2. Increased i'l?ut arC! D.ltput ~lays (similar 1:0 l.a..I sp=ro 
lines). 

1. Lines servirg all levels of offices ar-e nearly the sarre 
~ed [al though (}1C has 2 600 baud li'1es, one of. the 
ovechead circuits is 300 baoo ard the Toronto-suitland 
link is 2400 baud, all othecs are 110 baud), this d:oes 
not ref leet the hie rarcil ieal na ture of the AES 
operation with diffecing data reeds at each leveL 

t. Possible decrease in throoghput recause of. continuD.ls 
POlling of all stations in a pre-determined sequence 
regardless of arrount of input at a gi~n tirre. 

1. Centralized switdlirg is vulne('able to b('~ak::b..n of 
central SNitch arrl of the cnmnunicatiorG mannels to 
th:! central switffiin:.J facilities. 

1. ExtrelrEly difficult to mange t.'1e distribution ard 
priority an a circuit t:y circuit basis in ('eal tinE 
causing posSible d:lays in noce recent arC fOSsibly 
rrore useful information. 

1. Cannot effectively handle increased traffic. 

1. Cannot effectively increase line sr;eed to han:He 
increased traffic to certain centres. 

1. [))cs not permit easy interconnection with other 
netwo('ks. For example, n:) dial-up facilities. except 
throoqh AES canputil'l3 centres or by rranual relay at 
input sites. causing increased relays arC error rates. 

2. ~ alternative routirJ;l tD harl::lle ovedoad; causing 
increased. relays. 

1. only limited systems pet'fotmdnce statistics available 
an:J only one circuit can te ITOnitorrxl for l.ocdirJ;l. at a 
tirre. This makes it very difficult tD evaluate system 
P2rtormance am manging user needs. 

2. tb effecti~ methcd of t('acif13 a message thrOJtj1 the 
systeln. 



4.2 

4.2.1 

4.2.2 

4.3 

4.3.1 

OIAAACTERlSTICS 

PAPER OR WEAnfER F'ACSIMILF. 

Performance 

Seine Structure for National 
Dlstrlbutlon with B~dcast Mode 

Analogue Merle of Cperation 

Inefficient ~$t!Reply 

Adaetivenes$ 

National and Regional Structure 

Broadcast Mode of Operation 

PH01'O FPCSIMlLE 

Performance 

Multi-drop Star NeDonrk with Broadcast 

Analcque )o\me of !?p::C"ation 

[ncffective Request/Rcpll 

l'WISE I REPORT 
REFERENCES 

4.4.2.1 Page 4-14 

4.2.2 Page 4-4, 4-5 

4.4.2.1 Page 4-14 

4.4.2.1 Page 4-14 

4.5.2.2 P~gc ~-20 

."tIl.NIFESTATICNS/L"tPUCATIOOS 

1. OVerloadirq of circuit b!:!cause a dlart. needed ~ one 
regioo or office wUl take up transmission ti.~ on the 
entire circuit-lack of USCI:' CDI"Itrol. 

2. Selectioo of charts must t:e basErl on a schedtlle; 
unreliable. 

1. Difficulty in maintaining lire ar:d equiprrent quality 
results in P:::)lX qua.lity charts Iohich in turn :e::essi­
tates r€!transmissiors ard further loadirg on the 
circuit. 

2. Relatively slow arrl [):>Or in quality canpat:"ed to digital 
facsimile. 

3. Lack of effecti'"re mart selection TTechanism (by 
schedule only). 

1. Dlfficult to get rep.::!ats because of ovedoadi..-g. 

1. Difficult to transmit charts rrcm one region to another 
except in Western Canada. 

1. DiffiCtJlt to satisfy needs of particular user:s l:ecause 
of system-wide implications. 

1. All station on a ~rticulaC' leg IIllSt accept L"lformation 
transmittal CXl that leg-lade of user control. 

2. Selection 'rfj schedule cnly-unreliable. 

1. Difficulty In maintaini.rg line ard equipITEnt quality 
C'eiults in ~t:" ~toqt:"ilphs. 

2. Lack of effecti'Je chart scLectLon lnedlanis:n ::::y 
:3chedule only). 

1. oiEfkuLt to <jt!t n~~~.~t of charts s~ci.fical~,! t,:1iJoro::-d 
to d (:.articular .1.""Por's needs. 
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O\ARAC'l'f.JUSTICS 

OFF-NE7MJPJ( 

Pe1:formance 

PHASE 1 REFORT 
REfERElK:ES 

Reliance on Radio for Alphanumeric Data Page 4-21 

Reliance on Dial-up Public Facilities Page 4-21 

Reliance on Radio for Analogue Facsimile 

J'!.IYIPTIVENESS 

Special Purpose Facilities 

MANIFESTATIQ1S/IMPLICATIONS 

1. ReI iance on llBnual relay of traf f i.e resul ts in errors 
ard delays-unreliable 

1. Unrehable-must conterd .... ith ~r use!':S for service. 

2. Inconsistency in quality of lines. 

J. Manual relays, if applicable, introduces delays and 
errors. 

1. Poor quality t:ecause of atmcGphet:ic ard other 
intederenee . 

1. Difficult to inter-connect to other facilities. 

) 

) 

) 
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5.1.1 

KEY SERVICES OF IDIlI\Y 

MESSAGE INFORMATION 

Although message traffic is highly oanplex due to the many types 
of messages carried, the key message traffic can be identified 
by looking at the primary message output by classes of nodes. 

For the purpose of this analyses, message information includes 
all observational data such as SA's, SM's, UA's, UP's, etc., 
either singly or in the form of bulletins; forecast information 
such as FP's, FA's, FT's, FX's, etc. Strictly speaking, hourly 
weather bulletins from CM: are observational data, but in the 
interest of simplicity, they have been included as forecast 
information. Similarly, all alphan~neric information relayed 
from NWS have been grouped into one category and will be 
considered as a separate group. 

Table A.I will be used as a 9uide in estimating the distribution 
of the alphanumeric informatJ.On. The values in this table are 
based on the assumption that nearly all forecasts, observations, 
etc. from one Region are required in the adjacent Regionals and 
this requirement decreases with distance. 

Observational Data 

A large volume of message traffic is generated by observations 
of meteorological parameters. All levels except the Major 
Processors generate this traffic. (Canadian collection respons­
ibility only). Messages generally vary in length fran some tens 
of characters to four or five lines and must be delivered within 
five to ten minutes. An observation at any particular location 
must receive immediate distribution within 500 to 700 km, 
including the nearest Intennediate Processors. They must be 
formatted into appropriate bulletins for national delivery and 
international delivery as required. 

The bulk of the observational traffic is scheduled at hourly, 3 
hourly, 6 hourly or 12 hourly intervals depending on the type. 
Peak input to the system occurs on the hour to 5 minutes past 
the hour. 

Unscheduled observations such as specials receive mainly 
regional distribution and must be delivered within five 
minutes. 

Most scheduled and some unscheduled observations must be 
formatted and delivered internationally (to Washington) within 
30 minutes. 

Observational data include all synoptic reports from some 230 
Canadian synoptic stations, aerological reports fran the 33 
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aerological reporting stations, hourly reports and specials from 
some 350 hourly reporting stations as well as reports in alpha­
numeric format from other fixed or moving observing sites. 
Figure A.l gives the general flow of the observational data as 
well as five minute peak and normal one hour traffic volumes, 
and the average message length of this type of traffic. 

For easy calculation, we have assumed that the various \¥Pes of 
stations are equally distributed amongst the regions and that 
this number is the maximum found within any region at the pre­
sent time. For example, the Western Region has 56 synoptic sta­
tions, thus all regiOns are assumed to have this number. This 
will give an over-estimate of traffic as compared to figures 
obtainable from the Traffic Parameter Report, but for our 
purpose, this is much more acceptable than an underestimate. 
The 13.6K five minute peak traffic per region is obtained by 
assuming that all 56 synoptic stations and 69 hourly stations 
are inputing their SA and SM reports during the same five minute 
period. We have decided not to include the upper air reports in 
this estimate because these reports and the SM's are not 
expected at the SaJ:re time. The SaJ:re apply to ship reports. 
Other reports will likely contribute little to this peak value. 
The normal one hour traffic of 11.OK characters is estimated to 
be due to the hourly SA reports plus a certain number of SA SP's 
an:'! some other reports. The average message length of 88 
characters per message is obtained from the monitoring of the 
collection traffic as reported in the Traffic Parameter Report • 

• 
For the purpose of this analysis, the OODCON System at AES 
Downsview is considered to be a separate Region, bring the total 
number of Regions to seven. This is done because the 52 automa­
tic stations currently processed at this site generate nearly as 
much information as the manual observation sites at the other 
Regions. 

Forecast Information from Intermediate Processors 

Forecast an:'! warning messages are generated at Intermediate Pro­
cessors for regional, national, and international distribution. 
Message lengths of five to 100 lines are generated. Scheduled 
forecast traffic is produced at six or twelve lxmrly intervals 
based on local time. Unscheduled messages are mainly in the 
form of warnings or advisories which require Regional distribu­
tion and must be delivered within five minutes. Most forecast 
traffic must be distributed to Users and User Processors within 
the region and neighbouring regions. Forecasts in bilingual 
areas must be translated: this is currently done at CMC and then 
distributed. 

Forecast information from Intermediate Processors includes fore­
casts for aviation and for the general public, special products 
for the information industry as well as forecast for agricul-
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ture, forestry and tourism, etc. Weather warnings, though in­
frequent and small in volume are also included. Figure A.2 
gives the general flow, five minute peak and normal one hour 
traffic volume as well as the average length of this type 
message information. 

Each Intermediate Processor is responsible for the issuance of 
FA's, FT's and FP's for the general public as well as for marine 
interest. In addition, other forecast products are also pro­
duced but these are generally of smaller volume. In arrivi~J at 
the five minute peak volume of 7. 2K characters, we have assumed 
one FA, one IT, one Fi:> inland and one FP marine, each of 300 
words in length are issued over a five minute period. This 7.2K 
figure is somewhat higher than the 6.5K value obtained by exam­
ining the forecast production and transmission schedule from 
Winnipeg. However, sinoe we are interested in a peak value, the 
higher value was accepted. The B.OK average one hour volume is 
not very meaningful sinoe forecasts are not generally issued 
every hour but it is reasonable to assume that no !lOre than four 
major forecasts plus a small number of shorter forecasts are 
issued per hour. 'l'he above figures compares reasonably with the 
6.6K average per region per hour between 1200Z and 1700Z over a 
two day period, as derived from numbers in Table 2.1.1-2 of the 
Traffic Study Parameter Report. The average length of 385 char­
acters is also derived from the same values. 

Forecast Information from CMC 

All alphanumeric output from CMC including weather bulletins, 
temperature forecasts, upper winds and translated forecasts are 
included here. These have specific distribution patterns as 
they are divided into bulletins, specific to a region or two 
neighbouring regions. Delivery times are of the order of 20 
minutes except for translated forecasts and warnings. These 
must be delivered within five minutes. 

Forecast information from CMC, for the present anlysis will in­
clude all products such as hourly weather bulletins, FM's, FD's 
and the forecasts translated at CMC and edited by the Secretary 
of State Translators, but do not include grid point data which 
will be =vered under batch traffic. Figure A.3 gives the peak, 
normal traffic volume and average message length as well as the 
general flow of the message information from CMC. The volume of 
25K characters is some 100% higher than the value fram currently 
available statistics, but with more line capacity, information 
fran two to four other five minute intervals =uld be transmit­
ted so that this figure is not unreasonable. The 30K normal one 
hour traffic is more nearly the current maximum one hour traf­
fic, which is a much more meaningful value than the much smaller 
normal because of the uneven distribution of the traffic. 
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Alphanumeric Information Relayed from NWS 

Alphanumeric information relayed from the NWS, for the purpose 
of this study includes all meteorological or environmental in­
formation fran the U.S. as well as from all other W.M.O. member 
countries p:!.rticularly those in the northern hemisphere. Figure 
A.4 shows the general flew of this information as well as the 
peak and normal volumes and the average message length. The SOK 
five minute peak volume is just 30K higher than an actual maxi­
mum five minute volume obtained during two days of IlOnitoring of 
the Suitland-Toronto link, am is just under 90% of the capacity 
of this link. The normal value of 300K is near the top of the 
average observed values. 

BATCH TRAFFIC 

Under batch processing, we are only oonsidering. the grid point 
data from CMC which are primarily destined for the use of the 
Regional Weather Centres or equivalent operations (Intermediate 
Processors). There is other batch processing taking place at 
CM: such as the Ice Forecast Central, Centre de Prevision du 
Quebec and Downsview links with the CMC. We do not as yet have 
an adequate understanding of these operations. We are therefore 
not oonsidering them at this time. 

CMC currently sends out just under 55K characters of grid-point 
information per 12 hours. Of this number, 32.5K arc scheduled 
during one five minute period (at 0340Z and 1540Z) am the rest 
some 25 minutes later. It is possible that the entire volume 
could be scheduled at the same time. The average length of 
these messages is 1.8K characters (the longest 4.5K characters). 
The above infonnation is derived fram a 24 hour profile of the 
transmissions on circuit 273. Figure A.5 shows the flow and 
volume of this information. 

INTERACTIVE TRAFFIC 

There are currently three operations within AES which involves 
interactive access to oomputer systems (not including on-site 
access). These are Weather Office-Weather Centre interaction, 
Translation Bureau-CMC interaction, Downsview-CMC interaction. 
The last of this is not yet well understood but we believe that 
the volume is minimal except when there is file transfer for 
chart plotting purposes. We will therefore concentrate on the 
fonner two operations. 

Weather Office-weather Centre 

Currently there are four User Processors (W04's) having inter­
active access to regional oomputers. '!'hese are: (1) Dorval and 
Centre de Prevision du Quebec; (2) Toronto Weather Office am 
the Ontario Weather Centre; (3) Winnipeg Weather Office and the 
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Prairie Weather Centre and (4) Regina Weather Office and the 
Prairie Weather Centre. The OOD office at Namao also has a con­
nection to the Arctic Weather Centre computer. In this analy­
sis, we assume that the operations of each w)4 is similar to the 
other so that their information requirement ate similar. For 
the estimate of the five minute peak aril normal one hour re­
sponse traffic, the lengths of 700 (10 lines) and 210 (3 lines) 
respectively are used. 

Figure A.6 shows the volume and connections for the Prairie 
Weather Centre, Regina and Winnipeg operation. The inquiry val­
ues are based on a maximum of 10 inquiries per five minutes and 
an average of 60 inquiries per hour per station with each in­
quiry requiring 10 characters to complete this giving a five 
minute peak volume of 100 characters per office and an average 
of 600 characters per hour per station. The responses can vary 
between less than one line to about 30 lines (about one page), 
the average is three 60 to 70 character lines. 

Bureau des Traducteurs - CMC 

The Bureau des Traducteurs of the secretary of State, located at 
the Centre de Prevision du Quebec is responsible for the manual 
editing of the automatically translated forecasts. Current sta­
tistics indicate that the maximum number of forecasts processed 
per hour is 7 and all of these could in theory be available 
within any five minute period during the hour. Assuming a maxi­
mum length of 300 words per forecast, the maximum number of 
characters for a five minute period is then l2.6K characters. 
This is just over two times the maximum number of characters 
processed during any hour under normal conditions. The average 
hourly volume is 3.1K characters. The average length of just 
under 1.OK (.943) characters per forecast is taken from the bo­
tal 75.4K, on the average per day divided by the 80 messages 
processes every 24 hours. Figure A.7 shows the volume and flow 
of this interactive traffic. 

CHARTS 

Chart traffic is primarily one way down the nodal hierarch),' en­
compassing the MP's, IP's and UP's. CMC is the prime orig~nator 
with charts being sent fran there to IP's and UP's on a six 
hourly basis with major peaks at 03 and 15Z. Today, this traf­
fic is scheduled, however, a significant fraction could be sent 
on a demand basis. Approximately fourty percent of nationally 
distributed charts originate at NWS aril are relayed by CMC to 
IP's and UP's. Delivery time for charts is less than ten min­
utes. IP's also originate charts which receive mainly regional 
distribution. 

Charts or graphics information can be divided into two basic 
types, namely, national aril regional. The national charts are 
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for the use of forecasters at the the IP's and/or for presenta­
tion purposes at the UP's. The regional charts are produced by 
the IP's for the use at the UP's or at other IP's. Other users 
not fitting into the above hierarchy may also use the national 
and regional charts. In addition, the Ice Forecasting Central 
in Ottawa transmits charts as well as receives ice charts fran 
field operations. 

National Charts 

There are two major sources of national charts, namely the G~ 
and the NMC. Table A.2 summarizes the total voll.lITe of this 
traffic and Figure A.8 shows its distribution. The five minute 
peak volume of 62.5" or 10.9M bits is based on the assumption 
that CMC can produce four 12.5" charts and that one 12.5" chart 
can be recieved from NWS on the existing NMC-CMC link in 5 min­
utes. The conversion fran inches to bits is based on an assump­
tion of 100 pixels per inch. 

Regional Charts 

Table A.3 summarizes the volume and type of Regional facsimile 
transmissions. Vanvouver's 208 minutes of transmission per day 
is the largest amongst the Intermediate Processor transmissions. 
However, only 77 minutes is for the transmission of charts, the 
other 131 minutes is for the transmission of satellite imagery 
to the User Processor. Other centres also transmit radar and 
relay satellite imagery over the facsimile network. 

There is currently a requirement for Vancouver to transmit a 
certain number of charts to the Western Region, and for the Ice 
Forecasting Centre to transmit to MetOc Centre, to Edmonton as 
well as to sorre northern sites. However, these volumes are 
small. The Ice Forecasting Centre also needs a small number of 
charts from Edmonton. 

IMAGERY INFORMATION 

Satellite 

Satellite imagery consists of 10" x 10" photograph quality ima­
ges of 64 levels of grey and 100 pixels per inch (an equivalent 
of 6.0M bits). There are presently four sources of information 
from AES, namely SDL, Edmonton, Vancouver an::l Halifax. The Ice 
Forecast Centre also acquires images fran commercial sources, at 
Prince Albert, Sask. and Shoe Cove, Nfld. Figure A.9 shows the 
distribution and volume of this traffic. 

The volume is one picture per 10 minutes per source. Thus for 
sites receiving phot03 fran more ··than one source, the maximum 
possible 10 minute volume is onE'! times nurrber of sources. For 
example, Edmonton could be receiving two photos in 10 minutes, 
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one from Vancouver and one from SDL (the one from Edmonton is 
assumed to be already available on site). 

Imagery is also re-scanned 
gi.onal analogue facsimile. 
is not adequate. 

Radar 

by IP' s and relayed to UP's via re­
The resulting quality at UP's sites 

AES currently qJerates three Curtis-Wright and six Raytheon 
Radar sites. Of the six Raytheon sites, Woodbridge is ccnsi­
dered to be a development site and digital information is cur­
rently available from this site. Current traffic oolume is one 
to three 10" x 10" images, with four to eight levels of grey (or 
colours), for 10 minutes from each site. The bit equivalent is 
some 200K bits per image. Table A.4 gives a detailed breakdown 
of the radar sites as well as the locations of the remote 
receivers. 
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IMMEDIATE NEW SERVICES 

SERVICE DESCRIPTIOt~ 

The following listing is in decreasing order of priority as ex­
pressed by the AES Communications Study Review Panel. Section 
6.2 following gives traffic figures. 

(1) Radar information, increasingly in digital form, needs to 
be made available to weather centres which have responsi­
bility for severe weather: 

At this point in time, the communication of radar data 
is usually on a point-to-point dedicated basis on a 
regional scale. 

Eventually, all major population centres in severe 
stonn prone areas will have radar coverage. 

(2) Increase in data from climatological and special networks 
to weather centres in real time (20 to 40% of available): 

will involve 250 sites per region; 
one alphanumeric line input twice per day; 
fifteen minute delivery time; 
remote sites may be accessed via satellite; 
methods restricted by volunteer nature of program and 
provincial participation. 

(3) Regional SSD's need one day response from climate archives 
computer as a result of processing requests or archive sub­
set transfer: 

6-7 SSD type organizations; 
batd1 traffic to terminals or IP's computer; 
five requests each per month, one day response; 
highly variable amount of traffic (SK to 50K bytes). 

(4) Significant (20X) increase in gridpoint model output from 
CM:: to IP's. Some on a request basis. 

(5) Significant increase in chart output from CMC to a variety 
of users, especially IP's. Some need for selective and 
on-demand transmissions: 

estimate initally 100% increase for each IP; 
some 30% on request basis; 
after five years, decrease due to Regional production 
of graphics. 

(6) Quality control of meteorological data requires improvement 
(parts decentralized). Meet WMO requirements: 



function of network design (centralized/regional 
switching) ; 

function of transmission error rates and correction 
procedures; 

function of degree of entry point intelligence in 
terminal; 

to m determined once l:asic design decisions rred". 

( 7) Weather presentation offices need better access to weather 
information, including radar imagery (could m on-demand 
fran sites covering their area of responsibility): 

see also 6.1 (1); 
specific and detailed problem for later analysis. 

( 8) Weather presentation offices need better, lrore flexible 
access to weather information (charts). Some need for user 
selected or on-demand transmission. Mostly scheduled: 

could m a redistribution of chart traffic on a 
regional basis fran today (most basic needs are met 
today) ; 

for later, more detailed analysis. 

( 9) AES must be able to respond to increasing demands from CATV 
industry for graphical information to m delivered 
electronically: 

distribution of digital graphics products from IP's; 

could be 4 analyses, 2 x 3 forecasts, 8 special charts 
per day. 

(10) Regional SSD's need access to standard regional climatic 
data l:ase: 

This capability rDW teing introduced via remote CRT to 
IP·s. 

(11) Weather presentation offices (UP's) need mtter more flex­
ible access to weather information: 

demand access to IP's current data l:ase contents -
flexible formatting; 

10 AES UP's, 20 other UP's per Region; 



could be met by intelligent terminals with on-site 
storage plus request/reply capability for normally 
unscheduled data. 

(12) AES must be able to respond to increasing demands from CATV 
industry for imagery information, both radar and satellite, 
to be delivered electronically. Other special-user demand 
for this data is increasing. 

mainly regional/local demand; 

data requires processing by IP's before relay for 
annotation, time information, monitoring, etc; 

could be as often as 1/10 minutes for Radar, 1/3 hours 
for satellite data; 

cities with radars and UP's will want similar service 
for Radar. 

(13) AES needs to be able to better serve outside users who 
require small volume, on-demand, access to weather inform­
ation using electronic means. Also includes access to cli­
mate archive subset. 

Now via regional computers, in future via home inform­
ation data bases? 
potentially large nurrber of users (250 per IP); 
primarily dial-in; 
cost recovered? 
peak during bad weather and during business hours; 
wide variety of volumes and frequencies. 

(14) Regional forecast Centres need access to computer power at 
CMC for purpose of Regional Modelling. 

method not de~ined 

(15) Interface ADRES directly to network. 

now being done piecemeal 

(16) Regional SSD's need access to Downsview computer for RJE. 

see 6.1 (3) above 

(17) AES needs to be able to better serve outside users who 
require small volume, on-demand, access to weather maps. 

few users due to requirement for graphics terminals; 
could be satisfied in future by home information sys­
tem data bases; 
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dial in, 10 users j:er IP, 6 per day j:er user; 
cost recovered? 

(18) Other items extracted from the Phase I Report received low 
priority including the requirements for Ice Forecast 
Central (these ranked highly in the long term services 
however; see Section 7.0). 

INCREASES IN TRAFFIC RESULTING FROM IMMEDIATE NEW SERVICES 

Message Traffic 

Observational Data 

Increase in observational data is eXj:ected to result from (1) 
the potential requirement to have an increased number of reports 
from climatological and special network available at the IP's, 
(2) an increase in the number of automatic stations with data 
requiring off-site processing and (3) the expected change in the 
SM oode. The requirement to interface ADRES directly to the 
communication network will not likely increase the total volume 
of traffic but might increase the j:eak loading on the network. 

Increases resulting fram a potential increase in the number 
of reports from climatological and Sj:ecial networks. 

The volurre j:er station j:er day is rather small, only 2 x 50 
or 100 characters. However, because of the large nurrber 
(250 j:er reg ion) the total volurre j:er day j:er reg ion can be 
as high as 25K characters or 12.5K characters twice j:er 
day. 

Increases reSUlting from an increased nurrber of automatic 
stations. 

The increase in traffic resulting from an increase in the 
nwnber of automatic stations will depend on the location of 
the processing site. Assuming that an automatic station 
must transmit to an off-site processor which in turn must 
transmit to a distribution centre or switch for distribu­
tion, and that diagnostic information will also be included 
in the automatic station reports, the total traffic mlurre 
resulting fram an automatic station could be as high as 
three times that from a nanned station. Thus, an 
introduction of 10 to 15 additional automatic stations in 
each region (60 to 90 nationally) could increase the total 
traffic due to observational data by as much as 30%. 

Increases due to the eXj:ected changes in the SM code. 

The proposed changes in the SM code is expected to increase 
the 8M traffic by some 50%. This would have the effect of 
increasing the total message traffic by some 5%. 
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TOtal increase in observational traffic. 

The possible increase of 25K of information fran climatolo­
gical and special networks, per region per day is equival­
ent to some 10% of the total message traffic. This, toge­
ther with the possible 30% increase resulting from an In­

crease in automatic stations, and then 5% increase in SM 
traffic could increase the total traffic by some 45%. 

Other increases message traffic. 

Ib major increases in other message traffic is expected. 
However, for plannill9 purposes, some 10% - 30% increase is 
a reasonable assumption. 

Batch Traffic 

The increase in batch traffic is expected to come about as a re­
sult of (1) Regional SSD's access to the Downsview computer's 
climate data base, (2) an increase in model grid-point output 
from CMC to IP's, (3) IP's access to Q1C for computing power and 
(4) the introduction of satellite soundill9 information. 

Regional SSD's Access to the Downsview Computer 

This traffic is primarily due to the SSD's need for better ac­
cess to climate processing and outputing (or formatting) proce­
dures and for the transfer of a subset of the national climate 
data base for local use. It is expected that this traffic would 
be highly variable, ranging from 5K to 50K characters per month 
for each of the 6-7 SSC type organizations. 

Increases in Model Grid-Point Output from Q1C 

The growill9 need for grid-point information for local forecast 
production or for display purposes at the IP's is expected to 
increase this type of traffic some twenty-fold. Q1C currently 
transmits some 55K characters of grid-point information per 12 
hours with some 35% of this going to each IP. With the increas­
ed demand, the total volurre is expected to go to llOOK charac­
ters per 12 hours with distribution similar to that of today. 
This amounts to a twenty-fold increase, and some of this could 
be on an as rquired basis. (It should be remembered that the 
above amounts do not include information for the Centre des 
Previsions du Quebec). 

IP's Access to Q1C for Processing Power 

The volume of traffic resulting fran this type of activity is 
not known, but it might be reasonable to assume that the volumes 
given in 6.2.2.2 include this traffic. 
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Increases due to the Introduction of Satellite Sounding 

The introduction of satellite sounding in the form of pseudo­
RAOB's could produce as much as 40K characters of traffic per 
one and one-half hour per ground station (possibly SDL for 
Eastern Canada and Vancouver or Edmonton for Western Canada). 

This information could be transmitted in a batch from a satel­
lite station and/or processing site to an IP and/or MP. Ini­
tially, this information may l::e transmitted in the form of ana­
lysis field in chart form, p:>ssibly 3 or 4 in Bt" x 11" format 
every one and one-half hour, transmitted on a point-to- point 
basis and later enlarged to some 17" x 22". 

Tbtal Increase in Batch Traffic 

The 5K to 50K characters per SSD per IlOnth aIlOunts to only some 
5% to 10% increase in the batch traffic. The 40K characters per 
one and one-half hour (per ground station, possibly two sta­
tions) is equivalent to l280K characters per day or some 12 
times the current batch traffic. This together with the sorre 
20-fold increase in grid-point traffic is equivalent to some 33 
fold increase in the total batdl traffic. 

Interactive Traffic 

In addition to the UP-IP and Bureau des traducteurs-cMC interac­
tion, a large number (25 per IP?) of other users is expected to 
need access to weather information on a small volume, on demand 
basis. This latter class of users might l::e served electronical­
ly (possibly on a cost-recovered basis?). 

UP-IP Interaction 

The estimated volume per site, for this type of operation is not 
expected to change much. However, only a small numer of the 
UP's are currently served this way and because of the large num­
ber of UP's (9-13 per region) and other users, the total volume 
is expected to increase many-fOld. 

Bureau des Traducteurs - CMC Interaction 

The estimated current traffic volurre represents that resulting 
from the manual editing of the automatically translated fore­
casts (not including synopses and warnings, whim are translated 
manually). Plans are underway to IlOve the translation function 
from the CMC computer to a secretary of State dedicated system 
so that current operations might be discontinued in the near 
future. 
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TOtal Increase in Interactive Traffic 

The number of UP's having interactive access to a data base is 
expected to increase with the volume per site remaining little 
changed. (However, this may change if the UP's were to have 
their 0IIl1 data base). 

Charts 

Charts are divided into two classes, national and regional. In 
general, the IP's require national charts intended for forecast 
purposes and the UP's require national charts intended for pre­
sentation purposes and regional charts. (A very small number of 
regional charts might require inter-regional distribution). 

National Charts 

CMC currently transmits nearly seven hours of charts for use at 
the IP's and UP's representing some 155M bits of uncompressed 
raster information per day. An estimated 100% increase would 
bring this to 330M bits. another estimated 30% of charts to be 
made available on an as required basis would further increase 
this to 380M bits (assuming 100 lines per inch, 100 pixels per 
inch, black and white only, if shades of gray are required, this 
must be multiplied by a factor). However, with the expected in­
crease in grid-point information from CMC, the total number of 
charts may eventually decrease. It is also expected that the 
present 7 hours or so of charts from NM: for UP use may decrease 
by 50% in about 2 years. 

Regional Charts 

The regions are presently sending from just under one hour 
(Montreal) to nearly 3 hours (Vancouver) over the Weather fax 
circuit. In many cases over half of the transmission is in the 
form of imagery (satellite or radar) by rescanning. Unless ma­
jor changes occur in the structure an operation of the AFS fore­
cast system, only 10% - 20% increase in regional chart output is 
expected. 

TOtal Increase in Charts 

The expected 130% increase in CMC chart product and a possible 
decrease of 50% of charts from NM: arrounts to some 10% - 15% in­
crease in the total national charts (eM: issued and NM: issued). 
The 10% - 20% increase in regional charts should be considered a 
very rough estimate. 
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6.2.5.1 

6.2.5.1.1 

6.2.5.1.2 

6.2.5.2 

6.2.5.2.1 

6.2.5.2.2 

Imagery 

Satellite Imagery 

The increase in satellite imagery traffic is expected to result 
from an increase in the number of sites (namely UP's or w)4' s 
and W03 's) needing this type of information and a need to make 
available to the CATV industry imagery suitable for TV display 
purposes. 

Satellite Imagery for UP's 

Imagery available at the IP's is expected to rreet the needs of 
the UP's. The increase, therefore is in the nunt:>er of receiving 
sites, not in the volurre of traffic. Tables A.5-l and A.5-2 
show list of UP's. 

Satellite Imagery for CATV 

Assuming that the imagery is already available at the UP's, it 
is reasonable to assume that tllis same imagery information could 
be made available, after some processing and/or annotating, to 
the CATV industry at 256 x 256 pixels per image and at 16 col­
ours or levels of gray. This is equivalent to some 263K bits of 
uncompressed raster information per image. This aIIDunt of in­
formation might be required every three hours per outlet. 

Radar Imagery 

The increase in radar imagery traffic is expected to result 
from: (1) the need to have rrore radar information in the re­
gional weather centres (IP's); (2) tile need to provide better 
access to radar information at presentation offices and (3) the 
demand for access by CATV industry to radar information. 

Radar Information to IP's 

In Tables A.6-1 and A.6-2, column 1 shows the weather centres or 
weather offices, column 3, radar sites providing coverage for 
tile weather centre's or weather office's area of responsibility 
and column 4 whether imagery information is presently available 
at the appropriate sites. Column 5 shows tile location of future 
sites. '!'he Ste-Anne-de-Bellevue site is cperated by McGill and 
outputs 256 x 256 x 3 or some 200K bits of information per image 
and is capable of producing forecasts. (This site is presently 
sending some 7K characters per image for line printer output). 
We can assume 2 to 3 images per site per 10 or 30 minutes. 

Radar Imagery for UP's (Presentation Offices) 

Tables A.6-1 and A.6-2 show a list of Weather Centre/Weather 
Offices and radar sites providing coverage for their areas of 



6.2.5.2.3 

6.2.5.3 

6.2.6 

responsibil i ty. 
one radar site, 
to the west, or 

For presentation offices covered b¥ more than 
perhaps only one is required, preferably the one 
the one providing the best coverage. 

Radar Imagery for CATV 

Radar imagery with 256 x 256 pixels per image with an appropri­
ate number of colours or levels of grey (4 to 8?) might be re­
quired b¥ the CATV industry once every 10 minutes. 

Summary of Increases in Imagery Traffic 

The increases in imagery traffic is expected to be primarily due 
to the increased number of sites requiring this information, 
plus the possible added service to provide the CATV industry 
with imagery suitable for TV display. 

Summary of Traffic Increases 

Table A.7 summarizes the increases in traffic resulting from 
proposed immediate new services. The most significant increases 
are those due to the proposed increase in the number of sites 
needing imagery information, the 10% - 15% increase in national 
charts and the 33-fold increase in batm traffic. However, with 
the exception of the increase due to the proposed mange in SM 
code and possibly the increase due to the increase in automatic 
stations, all others are generally discretionary (cost 
dependent?) 

Radar Information - Medium Capability Assumptions 

1. 3 Pictures per 10 minute cycle (could be 2 with 1 
additional on an as required basis) 

2. 240 lines x 270 pixels per picture 

3. 8 levels of gray or oolours 

(3 - bits per pixel) 

1 picture 
10 minutes 

1 hour 

194.4K bits 
583.2K bits 
3,499.2K bits 

*Present analog system transmits each line, each pixel 3 
times, i.e. a mosaic with 3 x 3 squares. 

Radar Information - Sceptre Assumptions 

1. 3 pictures per 10 minute cycle 

2. 240 lines x 270 pixels per picture 



3. 4 (5) - 8 levels of gray or colours 

(3 - bits per pixel) 

1 picture 
10 minutes 
1 hour 

194.4K bits 
583.2K bits 

3,499.2K bits 

*Present analog system transmits each line, each pixel 3 
tunes, i.e. a mosaic with 3 x 3 squares. 

Radar Information - Proms Assumptions 

1. 1 picture per 10 minute cycle 

2. 240 lines x 270 pixels per picture 

3. 4 (actually 5) levels of gray 

(3 - bits per pixel) 

Note: 3 - bits is vequired for 8 colours also. 

1 picture 
10 minutes 
1 hour 

194.4K bits 
194.4K bits 

1,166.4K bits 

*Present analog system transmits each line, each pixel 3 
times, i.e. a mosaic with 3 x 3 squares. 



7.0 

-" 

lONG TERM NEW SERVICES 

The AES Communications Study Review Panel, more or less unani­
fOClusly, placed high importance on the foll<Ming long term new 
services: 

(a) Digital graphics from CMC to IP's to sites which integrate 
radar and satellite data. Also required at IP's (weather 
centres) for further in-house computer manipulation and 
display. 

(b) Possible environmental support centre in Arctic requiring 
ice and weather data. 

(c) Future legal requirement for high quality graphics to ship­
ping in the Arctic. r1ay be served by environmental support 
centre in Arctic. 

(d) Sites which integrate radar, satellite and other data will 
be established which will most likely be co-located with 
satellite receiving ground stations. These sites will re­
quire digital radar data and may output processed and inte­
grated imagery to AES and other users within the area of 
coverage. 

(e) Significant increase in spot forecasts of weather elements 
from CMC to IP's as guidance. 

(f) AES needs national/regional/local interfaces to home infor­
mation system data bases. 

(g) Need to find alternative methods (T.V.) of providing rrarine 
interests with charts when liP radiofax goes encrypted. 

(h) AES !P's will want to rranipulate and overlay graphics. 
Digital graphics from CMC will need to be available for 
this purpose. 

(i) By late 1980's could be a need to distribute satellite ima­
gery (ocean, ice related) fran processing centres in U.S .. 

(j) Exchange radar data with U.s. 

(k) UP's (weather presentation offices) will need fast access 
to up-to-date radar, satellite, and integrated imagery pro­
cessed to highlight their area of interest and their re­
quirements (similar requirements will exist for special 
user groups). 

(l) possible environmental support centre in the Arctic ~uld 
require satellite imagery (or equivalent ice information). 
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(m) Alternative methods of providing data to marine interests 
when HF facility goes digital and encrypted. 

(n) Weather presentation offices will need a variety of ways to 
reach local community: Weatheradio, Telex, Cable TV, etc. 

It can I:e seen that these new services fall into several broad 
categories: 

Category l: Graphics Processing 
(a, d, h, i, j and k) 

Category 2: Arctic Marine Transportation Support 
(b, c, i and e) 

Category 3: other Marine Transportation Support 
(g, i and m) 

Category 4: CMC production of automated sport forecasts 
(e) 

Category 5: Dissemination of alphanumeric and graphic data 
to users 
(f and m) 

GRAPHICS PROCESSING 

It must I:e recognized that the transmission requirements related 
to the processing of imagery and graphics data are important not 
only from a cost point of view, but also from a system design 
and expandability point of view. 

It is also true that the graphics processing requirements are 
intimately related to the short range forecasting problem and 
the dissemination or service problem. 

It is l:eyond the scope of this po.per to do an in depth analysis 
of the pros and cons of a variety of methods. On the other 
hand, a reasonable scenario or set of scenarios must I:e assumed 
in order to derive traffic and communications requirements. 

The Study Team will use the following assumptions concerning fu­
ture graphics processing in the AES. It is recommended that AES 
l:egin an in depth study of graphics processing as socn as 
possible. 

1. The focus of graphics production and manipulation will 
shift from a basically centralized system of today to a re­
gional system in order to provide the analysis capability 
for short range mesoscale meteorological processing and to 
process larger and larger amounts of data mainly in the 
form of satellite and radar imagery in the appropriate man/ 
machine mix. 



2. All planning should center around the provision of digital 
data for this purpose at the regional weather centres. 

3. Graphics production at CMC will decline to that required by 
local eM:: use. all model output will ~ transmitted in 
gridpoint format to IP's where appropriate regional pro­
ducts will ~ prepared for further processing or 
dissemination. 

4. The decline of graphics transmissions from CMC will not 
take place until 1985 or when the appropriate communica­
tions and processing capability is available for the 
regions. 

5. Satellite data required for graphics processing at the 
centers will need to ~ transmitted digitally if there is 
no receiver on site. 

6. Radar data from sites within the IP's area of responsibili­
ty will need to ~ available to the IP in digital form. 

7. Most products required by regional UP's and special users, 
as well as CATV etc. will ~ prepared at weather centres 
and delivered regionally either by regional analogue fax or 
via digital means. It will ~ essential during the trade­
off phase to estimate the resolution, and grey scales suf­
ficient for these users. We will use 256 x 256 and four 
bits per pixel for now. This will give reduced resolution 
from current photofax. 

8. The interfacing requirements to internal and external users 
will result in AES adopting a standard graphics transmis­
sion code such as the Telidon PDI Code. 

9. Some UP's and special users will ~ receiving unprocessed 
or partially processed radar output directly from the radar 
sites by dedicated or dial up means. 

10. There will ~ a need to send oonsiderable arrounts of data 
resulting from regional processing to the eM:: from the 
Weather Centres for model initialization by the late 80's. 

11. Capacity for transmission of SOlTE national graphics in com­
pressed or coded form will oontinue to ~ required for some 
users. SOlTE graphics products prepared at regional sites 
will need to ~ transmitted to other IP's across the ooun­
try, especially to Ice Forecast Centre and to special dis­
semination points outside the particular Region. 

12. Number of IP's, not basic concept, will ~ function of 
oost. 
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13. There will be a need to transmit both gridpoint and gra­
phics from CMC during the changeover phase in the first 
half of the decade. 

Reasons for the above assumptions are as follows: 

1. Short range, small scale forecasting function is regional 
and requires man/machine mix involving oonsiderable manipu­
lation of graphics. 

2. Cost of processing and graphics technology hardware is 
declining faster than cost of conmunications. Software 
costs will be high and will result in centrally produced 
and supported software (or standard package). 

3. User oorrununity demand for local and regional graphics is 
much larger than national graphics. 

4. Teletext and cable media will be in a position to offer 
local services. 

5. USAF, NWS, U.S. Navy all have significant plans for inte­
gration of imagery, graphics, and man at forecasters work 
station (vis. Profs). 

6. Data volumes will increase substantially at IP's over ten 
years due to satellite/radar and other remote sensing tech­
niques. 

7. UP's and users will require products which include pixel 
graphics but can live with the resolution offered by 
television. 

ARCTIC MARINE TRANSPORTATION SUPPORT 

Several aspects: 

(i) Data Collection 

Satellite data, (u.S. and Canadian), Aircraft, 
conventional 

( i i ) Process ing 

Ice Status System, Arctic Environmental Support 
Centre, Regional Products, eM:: Products, Special 
modelling, Close in support, longer range support 

(iii) Dissemination 

HF replacement (ror/M'S) Broadcast by other means 
Local broadcas ts 
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It is likely that a system design study will be undertaken for 
Arctic support. Such questions as the acquisition by IFC of 
northern data including Satellite Data, the function and cans 
requirements of a northern centre, the combined AESjWI' plans 
for dissemination; are not known. It is likely that a separate 
network will need to be established for this purpose, interfac­
ing at IFC, ME'IOC, Northern site etc; and to the AES operational 
nets. 

OI'HER MARINE TRANSPORTATION SUPPORT 

replacement of HF radio (DOT-AES planning); 

broadcast by video channels from satellites?; 

output from CMC, IFC' MEI'OC's (2), Gamer, Halifax, 
Vancouver, for offshore needs; 

AES DOT co-ordination required. 

CMC PROOOCTION OF AU'KMATED SPOT FORECASTS 

CMC to all IP's (eventually UP's); 

total output traffic could be as high as 400 sites 
10 elements per site x 24 part periods (3 hourly) 
4 issues per day 1 MBYTE per day; 

some needs could be served by demand access, oowever, large 
portions would be scheduled; 

probably issued as batch, some message or bulletins. 

DISSEMINATION OF ALPAHNUMERIC AND GRAPHIC DATA W USERS 

key issue here is local distribution of local data; 

weather presentation offices serving population centres or 
agricultural and other local users; 

further decentralization of dissemination function; 

impacts degree of intelligence on site at weather 
presentation offices for: 

driving local cable feeds; 
driving telex, twx; am 
support dial in access to local data base. 

requires further study, however, assumptions are: 

A subset (30% or about 20) of the UP's serve commun-



ities large enough to warrant investing money to enhance 
local distribution of alphanumerics and graphics. 

These sites will have to have electronic storage of alpha­
numerics and charts either locally produced or transmitted 
from IP's. 

Lower overall priority was assigned to the following long term 
services by the Review Panel: 

CMC, weather centres and some special users will require 
processed satellite sounding data from international and 
domestic sources (e.g. SDL, Vancouver and Edmonton)l. 

Volume estimates to be obtained but not likely tD be 
large. 

Data from increasing numbers of automatic stations must be 
processed off site, likely at regional centres. Also diag­
nostics, program changes etc.l 

priority likely should be higher due to advanced plan­
ning - processing can be done separately; 

impact of satellite communication to remote sites; 

polling required to initiate special obs. 

AES needs national/regional/local interfaces tD home infor­
mation system data bases. 

AES network to be used to carry other environmental data: 

impact not known but likely small for real time. 

Need for cpu-cpu exchange CMC - Ibwnsview Centres for load 
sharing. 

The ice status system will rB9uire digital satellite imag­
ery to be available where it is run, most probably at Ice 
Forecast Central. 

Data from 20-40 ships operating automatic stations will 
need to be acquired and processed: 

depends on means of communication. 

1 The AES Communications study Review Panel indicated that 
these services should be considered of higher priority. 
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The following are somewhat controversial and received both a 
high and a low priority vote. 

May need to re data input from IP's to CMC for special pur­
pose processing, analysis etc. 

By late 1980's, could re a need to distribute charts 
(digital) from U.S. processed satellite data. 

AES will want to manipulate and overlay graphics. Imagery 
would need to re available in digital fonn for this 
purpose2. 

Global data set to CMC for global mode. 

By late 1980's could re a need to distribute data resulting 
from processing of new satellite sensors (ocean, ice 
related) • 

WSl and WS3 will need access to limited set of graphics 
(subset of W04). 

Transmission of other administrative data and information 
not strictly dealing with operations. 

Interfacing word processors to network; 
All regional centres and CMC and downsview. 

Other factors not priorized: 

NOSS experiment could re separate from operational network. 

Need for a better access to data stored at Carswell 
(primarily rnD). 

Need for much retter documentation on system (Teldis is 
inadequate) • 

2 The AES Communications Stu~ Review Panel indicated that 
this service would re hlgh priority depending on the cost 
of achieving it. 
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AL IlEN 
ALilEN 
HUIRHEAn (LEASEn) 

of 

ALDEN 
ALDEN 

CRT 
CRT 
CRT 
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LOCATIONS LINE 
STATllS 

I. lIi\Lrr.~X ATRPORT 

? • 

j. 

11FI1F()J(1] 

H1NNl PEe A lRI'ORT 
HINNII'I':C (P.O.) 

P R\le 

EnHONTON AIRPORT 
AR(;YLf. r.ENTRE 

IN 

IN 

TOTAL ALnENS ON SIn: 
TOTAL ALDF.NS 1~F.0UIREIl 

TOTAL MUIRIiEilll LUSED 

PRESENT TYPE 
OF 

RECORDER/CRT 

ALDEN 

ALDEN 
ALDEN 

22 
2 
3 

• 

PROPOSE!) TYPE 
OF 

RECORDER/CRT 
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TRAFFIC COMPONENT 

Message 
Obs. Data - Per Person 
Fcsts from IP's - per IP 
Fcsts from CMC 
NWS relayed 

Batch 
Interactive 

UP-IP per site 
S.-F.S.-CMC 

Charts 
National 
Fcst 
Presentation 
Regional Per IP 

Imagery 
Satellite 
Radar 

* NN/MH 

** Both ways 

NN Inquiry 
HM Response 

TABLE A.7. SUMMARY OF ESTI~ATED TRAFFIC 

AND INCREASES 

5 MIN. 
PEAK 

13.6K 
7.2K 

25.5K 
SO.OK 
32.5K 

*100/7.0K 
**12.6K 

11. OM (62.5") 

PRESENT 

NORMAL 

11. OK/Hr. 
8.0K/Hr. 

30. OK/Hr. 
300.0K/Hr. 

55.0K/12 Hrs. 

*600/l2.6K/Hr. 
3.lK 

384. OM (2194") /Day 
62% 
92% 

91.0M(520")/Day 

See Fig. 9 
See Table 4 

INCREASES 

45% 
Little change (10% - 20%?) 
Little change (10% - 20%?) 
Little change (20% - 30%?) 
20 f 13 - 33-Fold 

Increase in no. of sites. See Table 8 
Little change, possibly becoming obsolete 

10 - 15% increase (more initially but decreasing) 

10 - 20% (7) Increase 

See Table 5 for additional sites 
See Table 6 for additional sites 
for CATV: Satellite - 1 image/3 hrs. 
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2.1 

APPENDIX B - scre SYSTEMS 

INTRODUCTION 

The purpose of this appendix is to acquaint the reader with some 
of the characteristics of different SCPC systems in use no. in 
various satellite systems. The pros and cons of the various 
systems are given and the reason for the choice of analog FM 
type for the AES communication system is given. 

SINGLE CHANNEL PER CARRIER (sePC) 

The system proposed will be relayed by using SCPC (Single 
Channel per Carrier) techniques. 

SCPC is a transmission system designed to allow a satellite 
transponder to be used in a multiple access mode by a number of 
different users. SCPC is !lOst economic compared with other 
multiplexing methods such as Frequency Division Multiplex (FDM) 
or Time Division Multiplex (TDM) in situations where the traffic 
load offered by the users is small. SCPC is used in the 
Intelsat network as well as in a number of domestic satellite 
systems operating in the world today. These systems are 
designed basically for voice oommunications with a two-way (full 
duplex) voice circui.t using two SCPC satellite carriers (one per 
direction) . 

The modulation system employed in SCPC may be digital or analog 
FM. 

ANALOG FM SCPC 

In the analog FM system, the analog voice signal is used to 
modulate a carrier directly. The carrier, after having been 
translated to the appropriate RF frequency, is transmitted via 
the satellite to the distant receiving earth station, and is 
demodulated, the voice signal being recovered. The quality of 
the voice signal corresponds to "toll" quality, i.e. the quality 
normally specified for long distance telephone operation. Data 
may be carried on an FM SCPC system in the same way that it may 
be carried over terrestrial telephone connections. For example 
data modems may be connected at the VF (voice frequency) 
interface and operated at speeds up to 9600 b/s. Alternatively, 
the voice frequency circuit may be used to carry up to 24 
separate 75 bls voice frequency telegraph (VFT) signals. 

Analog FM systems are operating in many parts of the world 
including Alaska, Indonesia and Brazil. Channel frequency 
spacings conlTlonly employed are 45 YJlz, 30 kHz or 22.5 kHz, 
yielding 800, 1200 or 1600 carriers per 36 MHz satellite 
transponder. Note the number of two-way duplex circuit.s in each 
case is one half the number of carriers, i.e. 400, 600 or 800 
circuits respectively. 



2.3 

TSacbpcle I showsda s~nacy of L~e characteristics of the different 
systems escnbecr. An important parameter to note fran tne 

table is the C/No required for each of the sys tems for a bi t 
error rate of 1 in 106. C/No is a ITEasure of the regional 
carrier-ta-voice density ratio and as such determines important 
parameters in the satellite system such as transmit power, 
antenna diameters, low noise receiver sensitivity, etc. It may 
be seen from the table that analog FM, although restricted to a 
data rate of 9.6 kb/s, requires a lower value of C/NO than the 
digital systems (which can operate at up to 56 kb/s). 
Consequently for a given set of satellite parameters, an analog 
FM system can operate with cheaper earth stations (e.g. smaller 
antennas, smaller transmitters, lower quality receivers). 

This fact, together with the fact that in general Analo.J FM SCPC 
is cheaper to Jnanufacture than it's digital counterpart has led 
to the section of analog FM for the AES communication system. 

The earth stations considered for the AES system have been 
designed to deliver the C/1-Io required (55 dBHz) when llsed with a 
Telesat Anik D satellite. 

MINI-{;ARRIERS 

The 9.6 kb/s bit rate capability of analog Ft1 is !TOre than is 
required by sorre of the AES Users or Collectors. For this 
reason, a narrow-band version of the SCPC system has also been 
proposed to form part of the system. The narrow band sepc 
operates at a maximum bit rate of 300 bls and the channel 
spacing is such that 5 carriers can occupy the 45 kHz bandl.;iclth 
allocated for the "regular" analog FM SCPC. This system has 
been dubbed "mini-carrier" SCPC. For the equivalent bit error 
rate (1 in 106) the mini carrier system requires a C/No of 
45 dBHz (i.e. 10 dB less than the regular carriers). The earth 
station transmit power for the mini carriers is therefore 10 dB 
less than for the regular SCPC. 

In the proposed AES Comnunication Network, the llBnner in which 
the mini carriers are used is different to the way in which ti1e 
regUlar carrier is used in an important respect. Whereas ti1e 
regular (9.6 kb/s) carrier is "one-way" broadcast from CMC, the 
mini carriers are used as bilo-way half-duplex circuits. The 
circuits are configured in such a way that they connect CMC 
radially to all other stations. Circuits may be dedicated to a 
particular station or else may serve a group of stations which 
access the circuit on a time-shared basis. "Half-duplex" ITEans 
that one frequency slot (one fifth of a "regular" 45 kHz slot) 
is used for communication from CMe to the User (for example) and 
comnunication fran the User to CMC. Clearly the corrrnunication­
can only be in one direction at a time so ti1at ti1e communication 
is "half-duplex". 



2.4 

Full duplex is the arrangement already described where two 
frequency slots are allocated for a two-way circuit ani 
cOllll\unication can be two-way simultaneously. The "half-duplex" 
nature of the mini-carrier system is particularly suitable for 
AES since with a group of stations sharing a half duplex 
circuit, each station is able to receive and monitor the 
transmissions of other stations' data being input to AES. This 
corresponds to the present arrangement of stations on multidrop 
lines. 

56 kb/s OPERATION 

The possibility exists that the AES communication system may 
require, initially or at a later date, bit rates in excess of 
9.6 kb/s. The basic satellite system configuration may be used 
with analog PM SCPC (up to 9.6 kb/s) or digital SCPC (up to 56 
kb/s) or a mix of the two. Although the system is designed 
(i.e. antenna sizes, transmitter power selected) for the analog 
FM system, upgrading to digital SCPC is possible by: 

replacing analog "~ SCPC channel units by digital ones; 
and 

replacing transmitter hi<Jh power amplifiers (RPAs) by lIDrp 
powerful ones. 



fJigitai 
Analog FM Intelsat Telesat 

2-pnase 4-pnase 

Channel spacing (kHz) 45 typical 45 60 30 

Transmission rate (kb/s) analog 64 40 40 
Data rate (kb/s) 9.6 48 or 56 40 40 

Encoding N/A 7 bit PCM 40 40 

C/No at operating 
point (dBHz) 55 61.3 59.2 59.7 

Bit error rate @ 
cperating point lxlO-6 lxlO-6 lxlO-6 lxlO-6 

C/No at threshold 49 59.3 53 53.5 

Bit error rate @ 
threshold lxlO-2 lxlO-4 lxlO-2 lxlO-2 

Number of carriers 
r:er 36 MHz 800 800 600 1200 

Table I Comparison of SCPC Syste,ns 



APPENDIX C - OFF-NET IHPROVEMENTS 

AF13 should undertake, or commission a study of the use of 
rrodern channel evaluating adaptive IlF radio systems and 
meteor-burst conrnunication systems in "off-net" 
communications. The cnmbination of microprocessors, ISI, 
and other solid state electronics has led to the 
resurrection of HF, a technology subject to the vagaries of 
the upper atmosphere. Likewise, propagation via the 
ionized trails left by meteors has received renewed 
interest lately, particularly for data collection from 
OCP's. 

One suspects that very few of the many III' radio links in 
the AES communication network operate with the automatic 
assistance that is available. 



APPENDIX D - FAX SCHEDULE 

AES should carefully review its chart distribution 
schedule. At the present tillE it is desireable to have all 
regional charts distributed simultaneously while the fax 
network is configured as a series of regional nets; or, 
from another point-of-view, the fax network is switched 
into a number of regional nets at certain times so that 
charts can be distributed regionally. Use of a limit8) 
number of satellite broadcast channels would be much more 
effective if charts from different regions could be 
transmitted consecutively on a scheduled basis (or from 
buffer storage). The maximum delay would be a function of 
the number of channels, the number of charts, am the 
duration of the transmission. It oould be minimized 
without seriously interferring with operational procedures, 
if, a::ljustments in those procedures ~re made part of the 
overall system design. 
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APPENDIX E - DIGITIZATION ) 
I 

The conclusion that the communication system should be 
digital is based on a number of reasons. Information may 
be transmitted with greater reliability and with control 
over transmission errors if it is in digital form, even on 
poor enannels. Information in digital form may be stored 
am manipulated with much more flexibili\:¥ than 
information stored in an analog form, i.e., it rnay be 
processed with digital canputers. Major technological 
advances in integrated circuits are pushing the move to 
all-digital electronics. Digital equipment is more 
reliable, stable and versatile than analog s:juipment. The 
equipment is amendable to remote and self-diagnosis am 
fault location. 

The trend towards digital communication is receiving 
significant impetus from the adoption of international 
standards and protocols for terminals, network access, 
signalling, and switching which will permit a subscriber 
who conforms to these standards to utilize world-wide 
facilities am a host of services. 

\ 


